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1 Introduction

Black holes—so evocatively named by John Wheeler in 1967-are one of the
central theoretical predictions of general relativity.

Despite the mystique that surrounds the term, the notion of black hole
is in principle not as terribly complicated as its reputation may suggest. It
is a notion with a clean mathematical definition, and the concept is already
exhibited by the simplest non-trivial solution of the Einstein vacuum equations
(the governing equations of general relativity), the celebrated Schwarzschild
solution, discovered already—but barely understood!-in December 1915. These
“black hole spacetimes” give rise to many natural mathematical problems in
the analysis of partial differential equations (which are in turn closely tied to
the physics of black holes). Study of these problems has witnessed a resurgance
in recent years, promising to make this subject one of the central directions in
geometric analysis in the next decade.

These notes, which accompany a set of Nachdiplom lectures given at ETH,
aspire to provide a quick introduction to black hole geometries and problems
in the analysis of partial differential equations which these give rise to. They
are directed mainly towards mathematicians at the advanced undergraduate
or beginning graduate stage and are meant to be elementary and reasonably
self contained—see Section 1.2 for a discussion of prerequisites—starting from the
basics of Lorentzian geometry (Section 2). They are not meant to be a full-
blown introduction to general relativity—for references in the latter direction,
see Section 1.3.

Before proceeding further, let us begin with an “impressionistic” first glance
of our subject.

1.1 A first look at black holes

General relativity geometrises the notion of spacetime—i.e. the collection of all
events—as a Lorentzian manifold (M, g), and this geometric structure allows
one to discuss whether spacetime event p (the reader can think of this as the
“moment” of explosion of a supernova in some “far-away” galaxy) can in prin-
ciple communicate with spacetime event ¢ (the reader can think of this as him
or herself, sitting at the Hermann-Weyl-Zimmer at 10.23 am on September 23,
2013-by his or her (Swiss) watch).

The set of all events that can send signals to ¢ is known as the causal past of g,
and is denoted J~(g), thus “p can send a signal to ¢” is denoted p € J~(q). The
black hole region of spacetime is then the set of spacetime points characterised



by the fact that they cannot communicate with (i.e. they are not in the causal
past of ) the totality of “far-away” observers—typically the latter means us, or the
devices we create to detect electromagnetic and (soon, hopefully!) gravitational
radiation.

Given a suitable idealisation of the latter notion of “far-away” observer—and
this requires some sort of asymptotic “boundary” of spacetime, in this context
known as future null infinity and often denoted ZT-then the black hole region
B is simply by definition the complement of the past of this ideal asymptotic
boundary ZT in the spacetime M, in symbols:

B=M\J (I%).

As we shall see soon enough, the most basic example of a Lorentzian man-
ifold, Minkowski space, denoted R3*!, does not contain a black hole region:
All spacetime events can successfully communicate with the set of “far-away”
observers: in symbols,

R3T = J=(ZT), ie. B=R3*\J (V) =0.

This spacetime, the “trivial”! solution to Einstein’s celebrated vacuum equa-
tions
Ric(g) =0 (1)

defines special relativity. But already the next simplest Lorentzian manifold
(M, g) whose metric g satisfies (1), the celebrated Schwarzschild spacetime (dis-
covered in December 1915), does indeed contain a black hole region, and this
simple, completely explicit, metric will form the basis for our own route into the
topic.

Our primary interest in black holes will concern their influence on the be-
haviour of wawves. In the simplest setting, this means we study the covariant
wave equation

D!ﬂ/’ =0 (2)

on a Lorentzian manifold (M, g) containing a black hole region. Study of this
can be thought of as the analogue of study of the Laplace-Beltrami operator on
Riemannian manifolds. From the physical point of view, we are interested in
waves for two reasons:

(i) By their very definition, black hole regions are not directly “seen” by far
away observers. Behaviour of waves on black hole backgrounds could yield a
signature of the presence of a black hole region. Thus, it is through waves that
black holes can be in principle observed.

(ii) Even more fundamentally, it is waves which govern the stability of space-
times as solutions to the Einstein vacuum equations. For the Einstein vacuum
equations (2) can be viewed as a non-linear system of wave equations, which
upon linearisation, yields a more complicated analogue of (2). In particular,

1 The curvature tensor of Minkowski space vanishes identically, so in particular, so does the
Ricci tensor, which is simply a suitable trace.



this means that, if solutions of equations such as (2) cannot be shown to be
“well behaved”, then we should not expect that black holes can occur in the
first place!

We will not discuss (i) at all in these notes. In Section 6.4, however, we will
discuss the mathematical formulation of the problem of black hole stability (ii),
and the relation with the study of equation (2).

1.2 A note on pre-requisites

What do you need to know to read these notes?

Ideally, the reader should be familiar with the basics of differential manifolds
(definition of smooth manifolds, tangent space, vector fields, as well as the
formal apparatus of Riemannian geometry: connections, curvature, geodesics)
and basic functional analysis (Sobolev spaces, etc.).

The more ambitious reader may wish to start with a mere “nodding aquain-
tance” of some of these fields, in which case, parallel reading of a basic text will
be essential as things begin to get more involved.

1.3 Background reading

Classic texts in the subject are Hawking and Ellis’s The large scale structure of
space-time [21], Wald’s General Relativity [37], and the encyclopedic Gravita-
tion, by Misner, Thorne and Wheeler [24].

A concise introduction to general relativity is given in Christodoulou’s Math-
ematical problems in General Relativity I [13].

These lectures will borrow material from a previous set of notes, Lectures on
black holes and linear waves, written jointly with Igor Rodnianski, available on
the arxiv and now published as [19].

Let me remark that, in comparison to [19], the present notes are less ambi-
tious in scope as they do not intend to survey large tracts of the field. So, I like
to think of them as “Little lecture notes”, as opposed to [19], which I may refer
to as “Big lecture notes”. On the other hand, these notes will contain certain
topics absent from [19] and will try—I may have to erase these words after I have
finished writing!—to do things in more detail.

2 Basic Lorentzian geometry

Lorentzian manifolds are the basic objects of general relativity. At a formal
level, they are very similar to their more familiar Riemannian cousins, thus, the
reader familiar with the latter can quickly absorb the basic concepts. A word of
warning, however! Lorentzian geometry is much richer? than Riemannian and,
at the same time, further removed from our “intuition”. So it takes time to
develop any sort of feel for the true wealth that the concept encompasses.

2Riemannian geometry is contained, in the strict sense, in Lorentzian geometry, as all
Riemannian manifolds arise as distringuished submanifolds of Lorentzian ones.



2.1 Lorentzian inner product spaces

Just as Riemannian geometry is based on the standard Euclidean inner product
(i.e. a positive definite bilinear form) Lorentzian geometry is based again on
a bilinear form, only the assumption of positive definitivity is replaced by a
different one. As this type of bilinear form may already be unfamiliar, let us
begin our discussion here.

Definition 2.1. Let V be an n + 1-dimensional vector space. A Lorentzian
inner product m is a map V- x V — R which is bilinear, symmetric (m(v,w) =
m(w,v)), and non-degenerate (m(v,w) = OVw = v = 0) and such that the
maximal dimension of any subspace W C V' such that g|w is positive definite is
n.

A corollary of the classification theory of bilinear forms then yields that

Proposition 2.1.1. If V is a vector space and m a Lorentzian inner product,
then there exists a basis eg, e1, ..., ey such that m(e;,e;) =1 fori=1,...n,
m(eo,e0) = —1, and m(e;,ej) =0 for i # j.

We see thus that there are necessarily vectors of negative “length squared”,
e.g. ep, but also (if n > 1!), non-vanishing vectors of 0 “length squared”, e.g.
eo + e1. We define

Definition 2.2. Let V, m be as above. A wvector v is said to be timelike if
m(v,v) < 0, null if v # 0 and m(v,v) = 0, and spacelike otherwise, i.e. if
m(v,v) > 0 or v = 0.3 Timelike and null vectors are collectively known as
causal.

One easily sees that the set of null vectors form a double cone N in V' (minus
the origin 0).

1

NU{0} then partitions the tangent space into three connected components (two
inside the cone, corresponding to the set of timelike vectors; let us call this set
I) and one (unless n = 1, in which case two, or n = 0, in which case none)
outside (corresponding to the set of non-zero spacelike vectors, let us call this
set .S).

The cone N is also known as the lightcone and null vectors lightlike.

More generally, we have

3Conventions tend to differ as to whether v = 0 should be considered spacelike.



Definition 2.3. A subspace W C V is said to be spacelike if the restriction
m|w defines a Euclidean inner product, timelike if the restriction m|w defines
again a Lorentzian inner product, and null if the restriction defines a degenerate
inner product.

One easily sees that a vector v is timelike, etc., iff the 1-dimensional subspace
Span(v) is timelike, etc., in the above definition. (To check this, note what a
1-dimensional Lorentzian inner product space is by our definition.)

Besides the 1-dimensional case of vectors, the co-dimensional-1 case of hy-
perplanes will be the most important.

We may pick one of the two components of N, denote it N1, and call it the
future null cone. (Let us then denote the other component by N~ and call it
the past null cone.)

This partitions then the set of timelike vectors I into two connected com-
ponents It U I~ where IT is characterized as the component whose boundary
is Nt . Alternatively we can think that we have picked a timelike vector T,
and N is to be by definition the component containing N*. The “topological”
definition is equivalent to

Nt ={veN:gvT)<0},

It={vel:g(vT)<0}.

Then, N~ and I~ are similarly characterised by N~ = {v € N : g(v,T) > 0},
I“{vel:g(vT)>0}.
T

I

We shall call v € N+t UIT future directed, and v € N~ U I~ past directed.

2.2 Lorentzian manifolds

We may now pass to the notion of Lorentzian manifold. These stand in exact
analogy to Lorentzian inner product spaces as Riemannian manifolds stand to
usual (Euclidean) inner product spaces.

Definition 2.4. Let M be a smooth manifold. A Lorentzian metric on M is an
assignment to each p € M, of a Lorentzian inner product on g, : Ty M xT,M —
R, such that g, depends smoothly on p.

To understand abstractly smooth dependence, then one could have defined
more formally a Lorentzian metric as a smooth section g : M — T*M ® T* M
such that for all p € M, its restriction g|, determines a Lorentzian inner product.



More pedestrianly, note that a Lorentzian metric (as any tensor) is com-
pletely determined by determing its values on a basis. Given local coordinates
x® in a chart U C M, then a%ho form a basis for 7}, M at each p € U. Defining

0 0
Jop(p) = gp(@hn Whﬂ)

then these (n + 2)(n 4 1)/2 functions completely determine g.

In particular, since 57 are smooth vector fields, then the smoothness of g
is equivalent to the smoothness of the gos(p). In fact, more explicitly, we can
define the induced basis dz® ® dz”|, of T* M, and dz® ® dz” : p — dz® ® dz”|,
are then smooth sections, i.e. elements of I'(T*U ® T*U). We have then

9= Z Japdz® @ da?.
a,p

Following Einstein, for repeated indices it is customary to omit the sum.

We will call the pair (M, g) a Lorentzian manifold. When g is understood,
we will often refer simply to M. Note that in contrast to Riemannian geometry?,
not all manifolds admit a Lorentzian metric (Exercise!).

The most simple example of a Lorentzian manifold is that naturally induced
on the vector space V™! by the choice of a Lorentzian inner product. Without
loss of generality, we can identify the underlying vector space with R™*!, with

canonical coordinates °, ..., 2™. We may now define g, by identifying the basis
%, e a% with the basis eg, €1, ...e,, i.e.
0 0

gp(@hn @b) =-1 etc.

Note that this trivially defines a smooth metric in the sense we defined it (Ex-
ercise!). The Lorentzian manifold (R"*! g) is n + 1-dimensional Minkowski
space. We will often refer to the metric in classical notation as

g =—(da")? + (dz')* + - + (da")?,
which can be interpreted as shorthand for the more modern notation
g=—di' @de® +det @ dat + - - + dz" @ da".

Given a Lorentzian manifold, we have by definition a notion of timelike, null,
spacelike (and causal) for tangent vectors at any point p. These appelations are
immediately inherited by vector fields and curves: We will call a vector field V'
timelike, null, causal, spacelike at p if V (p) is timelike, null, causal, spacelike, and
simply timelike, etc., if it is timelike, etc., for all p. Similarly for “vector fields

4Recall how Riemannian metrics can be constructed using a partition of unity and exloiting
the convexity of the set of Euclidean inner products in the space of symmetric bilinear forms.
The set of Lorentzian inner products does not enjoy this convexity property!



along curves v”.°> We will call a curve ~ itself timelike, null, causal, spacelike if
its tangent vector field ¥ is timelike, null, causal, spacelike respectively.

Similarly, for smooth hypersurfaces X C M, we say X is spacelike, timelike,
null at p if TN C T, M is spacelike, timelike, null respectively.

2.3 Time orientation and causal structure

Let T be a global smooth timelike vector field on M.% We say that T defines a
time-orientation.

At each point p, we can use the vector T'(p) to define N; , the future light
cone in the tangent space 1, M by

N;r ={veN,:g(v,T(p) <0}

Here N, denotes the set of all null vectors in 7, M. Thus, a smooth timelike
vector field defines a smooth choice of future light cones N;r . Denoting by I,
the set of all timelike vectors in 7, M, we similiarly define

I = {ve I, (v, T(p)) < 0}

Of course, any other T such that (7, T) < 0 will define the same notion of
future and past, thus, more correctly, a time-orientation is the equivalence class
[T] under the obvious equivalence relation. Show (Exercise) that if M admits
a time orientation” then there are exactly two equivalence classes defined by the
above, while if M does not admit a time orientation, then there is double cover
m: M — M such that (M, 7*g) does.

If T, or better, [T] is as above, then the triple (M, g,[T]) is known as a
time-oriented manifold. For convenience let us define

Definition 2.5. A spacetime is a time-oriented n + 1 dimensional Lorentzian

manifold (M, g, [T]).

We will essentially always deal with spacetimes, but always delete explicit
mention of the time orientation, sometimes even dropping ¢ from the notation
when it is obvious. The choice of time-orientation will thus be implicit in re-
ferring to the sets N;r , etc. Also, we will typically consider the case n = 3, so
“spacetime” will often mean “3 + 1-dimensional spacetime”.

So, in what follows below, let M be a spacetime (initiating our convention
of ellipsis!).

Following the terminology of Section 2, we say that causal vectors in NFULF
are future directed, while causal vectors in N U I are past directed. As with
“timelike”, etc., these appellations are inherited now by vector fields, and curves.

5Recall that we often consider in differential geometry vector fields which are only defined
along a curve or more generally along an immersed submanifold.

6Note that by definition such a vector field cannot vanish-thus, there are topological ob-
structions for the existence of such a T'. So we are assuming in particular that M admits such
a vector field! See other footnotes below.

"We can now give such Lorentzian manifolds a name: they are called time-orientable.



Future-directed causal curves are particularly important, because, in the
physical interpretation, physical point-particles (in an approximation in which
these make sense) are constrained to travel on future-directed causal curves in
spacetime.

We define the causal future of p by

Uit

T (p) ={p}U{q: 3(0,1] = M, 4(s) € NJ, UL},

v(s) ),VS S [0,1]}

That is to say, the causal future of p consists of all points ¢ which lie on future
directed causal curves emanating from p. (Note that there is no loss of generality
in assuming ¢ = (1) (Exercise).)

We define similarly the causal past of p:

J7(p) = {p} U{q: I[0,1] = M, 4(s) € N7,y UL

()0 Vs € 0,1]}.

Note that ¢ € J*(p) < p € J~(q) (Exercise).
More generally now, we may define the causal future of an arbitrary subset
¥ C M by
TH(B) = UpesI " (p)

similarly J—.

Example (Causal structure of Minkowski space). We time orient R" ™% with
%. Defining the standard Lorentzian inner product on R™ (remembering
that R s itself a vector space), then we can define the null cone N C R+
as well as Nt, It, etc. Show (Exercise) that J*(0) = NT UIT and more
generally, J*(p)=p+ NTUIT .

2.4 Length of curves, proper time, isometries, Killing fields

Like in Riemannian geometry, the Lorentzian metric allows one to discuss the
length of curves. Typically, one restricts consideration to curves which are
everywhere causal or everwhere spacelike.

In the causal case (i.e. for v with ¥(s) € Ny5) U Iy(s)), we define

L() = / NamERir

while in the spacelike case, we define

L(y) = / VIG 3.

By our conventions, length is always non-negative.

In the case of causal curves, length has an important physical interpretation
in general relativity—it is the proper time felt by the point-particle traversing
the curve 7 in spacetime. In particular, if you are in a space-ship following the
(future-directed) timelike curve 7 : [a,b] — M, then L(v) is the time elapsed

10



(according to your watch—and your biological clock) between events v(a) and
v(b)-

In contrast, the length of spacelike curves is not directly measurable by
physical processes in general relativity.

Let us note explicitly that the length function does not make M into a
metric space—see also the discussion of geodesics in Section 2.5 below.

Like in Riemannian geometry, we can define an isometry of Lorentzian man-
ifold to be a diffeomorphism ¢ : (M, g) — (M, g) such that

g=g.

(If we don’t require that ¢ be a diffeomorphism, but only a diffeomorphism into
its image, we call this an isometric embedding.)

Isometric embeddings can be characterised by the property that they pre-
serve the lengths of all curves and the angles between two curves. (How does
one define the latter, and what is its physical interpretation in the case where
the curves are timelike (Exercise)?)

As in Riemannian geometry, two Lorentzian manifolds are thought to be
abstractly the same if they are isometric, so the actual object of interest is
{(M, g)}/ ~ where ~ denotes the equivalence relation defined by the notion of
isometry. . _

Two spacetimes (M, g, [T]) and (M,g,[T]) will be equivalent if they are
isometric and the isometry preserves the time orientation [¢.T] = [T]. Show
that this defines an equivalence relation (Exercise). Needless, to say, in prac-
tice we will always deal with representatives—i.e. spacetimes—and not abstract
equivalence classes.

The set of isometries from a spacetime to itself ¢ : (M, g) — (M, g) forms a
Lie group. The associated Lie algebra can be realised as so-called Killing fields.

A Killing field is a vector field V' on M such that L£1g = 0; here £ denotes
Lie-differentiation. Given a Killing field V', then the flow ¢4 generated by V'
defines a local one-parameter group of diffeomorphisms which are isometries on
their domains. Conversely, a local one-parameter group of diffeomorphisms 1)
which are isometries gives rise to a Killing field W.

Example (Isometries and Killing fields of Minkowski space R3T1). Let
(20,2, ... 2"™)
denote standard coordinates on Minkowski space R3Y, with metric
—(dz)? + (dz")? + (dz?)? + (dz®)>.
1o}

The generators of Euclidean translation 8%1, 5075 % are manifestly Killing, as

is the generator of time translation %. The generators of Fuclidean rotations
are ¥’ 5% — 292 i =1,...38 and are also Killing (Ezercise).

81t is a time-honoured tradition that Latin indices range from 1...n and Greek indices
from 0...n, unless your convention is backwards!

11



Additional nontrivial Killing fields are given by the celebrated Lorentz boosts:
Given x*, then one can define a 1-parameter family of isometries:

bs (202, 2t a) —

((cosh s)2® + (sinh s)z’,x', ..., (sinh s)t 4 (coshs)z’,...z")

An easy computation (Exercise) shows that ¢s are indeed isometries, and they
correspond to the Killing fields x° 821' + xi%. What is the behaviour of ¢s as
s = oo (Exercise)?

Introducing the notation x, = gu,x” we may collect our Killing fields

0 0 0
ozn Mgy T M oan
These are now-closed under the Lie bracket, generating thus a 10-dimensional
Lie algebra (Ezercise).
The group generated by the above Killing fields is known as the Poincaré
group. What other isometries are left (Exercise)? What if we require also that
the time-orientation be preserved (Exercise)?

2.5 Connections, geodesics, curvature

The whole miraculous formal apparatus of Riemannian geometry—allowing one
to define a natural connection and relate it with curvature-transfers to the
Lorentzian case. Let us review this here very briefly.

Let (M, g) be a spacetime.

As in Riemannian geometry, there is a unique linear connection V (call it
again the Levi-Civita connection) in the tangent bundle T'M characterised by
the requirements that it (a) preserves the metric

Vxg9(Y,Z) = g(VxY,Z) + g(Y,VxZ) (3)
and (b) is torsion-free
VxY - VyX = [X,Y].

This connection is completely determined in local charts by the Christoffel
symbols F%v:
0 5 0
s —— = —_—
7o OB B 9y
defined by the same formula as in Riemannian geometry
1
I, = 590‘5((%957 + 04985 — 0593+ )-

Here we are using g"” to denote the components of the inverse metric, and are
applying again the Einstein summation convention.

As in Riemannian geometry, the connection again defines the notion of par-
allel transport: A vector field X along a curve + is parallel if

V5X =0,

12



and to any vector X (p) and curve v with v(0) = p, there is a unique such
parallel vector field X along v with given X (p).

We are using here the fact, as in Riemannian geometry, we may define V5 X
when X is merely a vector field along .

We say a parametrised curve v : I — M is a geodesic if

Vi =0. (1)

Again, given a point p € M and a vector v € T, M, there is a unique mazimal
geodesic y : (=T, Ty ) — M such that v(0) = p, ¥|,(0) = v, where —co <T_ <
0< T+ S Q.

We have the following easy proposition

Proposition 2.5.1. Let y(so) be a geodesic such that §(so) is timelike for some
so € I. Then 5(s) is timelike for all s € I.

Proof. By (3) and (4):
Y9(,9) =2(V49,9) =0
Thus, geodesics preserve their type. O

In view of the above, all geodesics are either timelike, null or spacelike.

General relativity gives (future-directed) timelike and null geodesics and par-
allel transport a concrete interpretation with operational meaning. In a suitable
approximation, small massive bodies in free fall (a spaceship which has turned
off its engines, or even the earth and other planets themselves in a suitable ap-
proximation) traverse timelike geodesics of spacetime, whereas small massless
bodies (photons in the geodesic optics limit) traverse null geodesics. A small
gyroscope, on the other hand, in free fall, again in a suitable approximation, will
rotate around an axis which can be idealised as a parallelly propagated vector
along a timelike geodesic.

Spacelike geodesics, like the length of spacelike curves, do not have direct
operational meaning.

We can define the notion of geodesic completeness, just as in Riemannian
geometry.

Definition 2.6. A spacetime (M, g) is said to be geodesically complete if Ty =
oo for allpe M, veT,M.

Note that whereas in Riemannian geometry, geodesic completeness is related
to “metric” completeness, in Lorentzian geometry, the length functional does
not naturally induce on M the structure of a metric space. Indeed, even if the
underlying manifold M is compact?, the spacetime (M, g) may be geodesically
incomplete.

Whereas in Riemannian geometry, it is often a natural assumption to re-
strict to manifolds which are geodesically complete, in Lorentzian geometry,

9Rarely do we ever assume such a thing in general relativity!
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and specifically in applications to general relativity, many spacetimes of inter-
est will not be geodesically complete. That this is true in quite some generality
follows from Penrose’s celebrated incompleteness theorem, but will in particular
be the case for the black hole spacetimes we shall study.

As in Riemannian geometry, geodesics in Lorentzian geometry can also be
characterized by their length extremising properties, i.e. as stationary points of
the Langragian defined by length (which however is invariant to reparametrisa-
tion) or alternatively energy, which singles out the right parametrisation.

But here the situation is more complicated: Timelike geodesics locally maz-
imise their length!?, whereas spacelike geodesics are locally saddle points (unless
n = 1).1' Note of course that all null curves have 0 length.

Returning to the basic formalism, given the Levi-Civita connection, we can
define curvature. Again, all fromulae are as in the Riemannian case: The Rie-
mann curvature tensor can be defined as a measure of the infinitessimal failure
of parallel transport to commute

R(X,Y)Z =VxVyZ —NyVxZ =V xy|Z

and in coordinates

R, = 0o, — 0T + IT —TIT.
Put the right indices on the above formula (Exercise)! Moreover, show the
Bianchi identities (Exercise):

) D _ P
Raﬁ’y - R - R

VR+VR+VR =0,

putting the right indices on the above formulas.

The Ricci curvature tensor is defined by the contraction

Ricag = Rlﬁ'y'

As in Riemannian geometry, the Ricci curvature Ric(n,n) = Ricagn®n® has
an interpretation in terms of the second derivative of the area element of a
hypersurface normal to n when deformed in the direction of n.

The Ricci tensor plays an important role in general relativity in view of the
Einstein equations, which in the vacuum case simply read

Ric(g) = 0. (5)

In Section 6.4, we shall turn to the study of (5) as a p.d.e., whose character is
essentially hyperbolic, and which can thus be studied from the point of view of
the Cauchy problem.

Until then, we will simply study particular Lorentzian manifolds (M, g) for
which one can verify (by explicit computation) that g satisfies (5).

10This is the essential origin of the “twin paradox”.
111f n = 1, then one can think of spacelike as timelike with respect to —g. We will return
to this fact later on!
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2.6 Global hyperbolicity and Cauchy hypersurfaces

Lorentzian manifolds, even time oriented ones, can display a variety of “patho-
logical” behaviour. For instance, there can exist closed timelike curves—the
simplest example arises from the quotient space R3t1/{t ~ t + 1}, with its
induced Lorentzian metric.

A restricted class of spacetimes which are free from many of the worst
pathologies (but not all!) are provided by the class of “globally hyperbolic”
spacetimes. The motivation of the definition of this notion has to do with prop-
erties of the Cauchy problem for hyperbolic equations (of which the vacuum
equations (5) themeselves are an example). See the discussion below.

Let us remark at the onset that “restricting” to this class of spacetimes
cannot be justified on a prori grounds. Indeed, one very reasonably can take
the point of view that one has to come to terms with all the pathologies that
the theory in principle allows. However, restricting to this class would indeed
become justified a postiori if some very difficult conjectures'? in the subject turn
out to be true. And these conjectures can moreover be studied by restricting to
this class.

With this said, let us make the basic definitions.

Definition 2.7. A smooth curve v : I — M is inextendible if for all smooth
A : I — M such that I C I and F|; ==, then I =1.

Definition 2.8. Let (M, g) be a spacetime. A Cauchy surface is a spacelike
hypersurface X such that all inextendible causal curves v : I — M intersect
once and only once.

Definition 2.9. A spacetime M is said to be globally hyperbolic if it admits
a Cauchy hypersurface 3.

At this point it is easy to verify from the basic definitions that R3*! is
globally hyperbolic, with Cauchy surface ¢ = 0 for instance (Exercise). A
slightly more difficult example is & C R3*! defined by U = int(J~(1,0,0,0) N
JT(=1,0,0,0)), again with Cauchy surface {t =0} NU.

Non-examples are easy to come by. Removing a point p from Minkowski
space: R3T1\ {p} trivially fails to be globally hyperbolic. Another non-example
are the subsets {r < R} or {r > R} of Minkowski space for any R > 0, where
r=/(@)Z+ @2)? + (47)2.

The notion of global hyperbolicity is originally due to Leray in a much more
general context. Definition 2.9 is in fact simply an equivalent characterisation,
the equivalence due to Geroch.

The relevance of global hyperbolicity is that it is precisely the property
needed to discuss the global initial value problem for hyperbolic equations (like
the covariant wave equation) naturally associated to a Lorentzian metric: In
particular, the Cauchy problem for the linear hyperbolic equation

D!ﬂ/’ =0 (6)

12in particular, the so-called strong cosmic censorship conjecture [21]

15



is globally well posed on a globally hyperbolic (M, g) for suitable initial data
imposed on a Cauchy hypersurface . We will discuss this in Section ??.13

In this context, one can understand the difference between the examples
R3*! and U and the non-examples {r < R} and {r > R}. While in the former
two cases, initial data for (6) on {t = 0} (here g is of course the Minkowski
metric) suffices to uniquely determine a solution whereas, in the latter two cases,
Cauchy data on {t = 0} must be supplemented with boundary conditions.

Let us note that one consequence of global hyperbolicity is that M is diffeo-
morphic to R x 3.

3 Schwarzschild and Reissner—Nordstrom

With the fundamentals of Lorentzian geometry presented, we now turn to under-
standing the black hole concept through its most basic example-Schwarzschild.

The correct understanding of Schwarzschild geometry—simple as it may be
in retrospect—took a long time to develop and even longer to be disseminated
to the wider physics and astrophysics community: This is because so many new
features coincided. Indeed, the black hole concept was hidden by two more
obvious features of the metric-a “coordinate singularity” which involved how
the metric was originally written down, and a “real singularity”.

One should perhaps not fault the early pioneers for confusion. The abstract
notion of differentiable manifold (let alone Lorentzian manifold) had not yet
been formulated—had it been, it would have helped a lot to clarify things. Indeed,
what is more remarkable is that the correct notions were in fact understood
relatively early by some-in particular, already in 1932 by Lemaitre.

We shall not have to repeat all this confusion here-although these notes will
pay some hommage to (a rational reconstruction of the) historical sequence in
their first look at the Schwarzschild solution. Indeed, the goal of this chapter
will be to introduce the Schwarzschild geometry as quickly as possible, and from
this point of view, the “original” (r,t) coordinate system is the most intuitive
to the uninitiated, and has the advantage that the metric is completely explicit
and takes a simple form in which one can do easily computations. We will thus
start with these, then study Lemaitre’s extension, which is again easily defined
by a simple explicit coordinate transformation. With this, we will give a first
discussion of the black hole property.

To claim to be a true relativist, one must however become comfortable with
null coordinates, so we will then understand Lemaitre’s extension from this point
of view. This will help us find the maximal extension, but more importantly,
finally obtain a concrete representation of null infinity Z+.

L3 Moreover, in Section 6.4, we will see that Cauchy data for the Einstein equations (5) give
rise to a maximal globally hyperbolic development spacetime (M, g). Of course in this latter
case, the spacetime is not given a prori, one of the major difficulties of the problem, so it is
only a posteriori that the initial data manifold is a Cauchy hypersurface in M.
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3.1 The “original” Schwarzschild metric

In Newtonian theory the simplest interesting gravitational objects are point-
masses, and more generally, spherically symmetric stars. The gravitational field
(defined by the Newtonian potential) can be understood as a solution to Ay = 4,
while in the latter caser, the star has a mass density p and the gravitational
field is given by Ay = p. A result (basically of Newton, transported into the
Poisson formulation) says that in the vacuum region outside the support of ,
then-in both cases—¢) = —M/r where, modulo units, M = [§ or M = [,
respectively.

It was Schwarzschild who set out to understand the analogue of both point-
masses and spherically symmetric stars, and the vacuum gravitational field out-
side of them.

Let (t, 2!, 22, 23) denote standard coordinates on R3T1, and let

r=/(a")? + (22)? + (a3).
Let us fix R > 0 and consider the manifold
Mpg = {r> R} Cc R*"!

depicted here

The restriction of (t,z!, 2%, 2%) to Mg defines a global coordinate chart, but in
practice we can think of a spherical coordinate chart ¢, r, 6, ¢ where (6, ¢) are
determined by

z' =rcos¢sind

x? = rsin¢sin @

2% =rcosf

and the coordinates range in
(—00,00) X (R,00) x [0, 7] x (0,27]

as global coordinates, even though they degenerate at 6 = 0, 7.
We can consider on M g the family of metrics with parameter M € (—oo, R/2],
defined by the following expression:

—(1 = 2M/r)dt* + (1 — 2M /r) " dr® 4 r*(d6? + sin® 0d¢?) (7)
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For each M, let us denote the metric by gas. Check that these form a smooth
one-parameter family of smooth metrics (Exercise)!). Moreover, these metrics
are Ricci flat:

Ric(g) = 0,

i.e. these are non-trivial solutions to the Einstein Vacuum Equations (Exer-
cise)!4.

Let us time orient each (Mg, gar) with the coordinate vector 0;.

We see that for all allowed M, the Killing fields of the Minkowski metric

8155
, 0 40 , 0,0 Lo L, 0 0

O ==x @—x 922 Oy ==x @—x 9 Qs ==x W_I @:%
remain Killing, but the Lorentz boosts and spatial translations are lost if M # 0.
We refer to 0; as the static Killing field and §2; as the generators of spherical
symmetry. (We say that (Mg, gas) is “static” and spherically symmetric.) Note
that 0y is timelike, while the 2; are spacelike.

As in Minkowski space, these Killing fields arise from global diffeomorphisms
of Mpg. The group R x SO(3) acts by isometry on (Mg, gar) for all M in the
allowed range, and the Lie algebra is spanned by the above Killing vector fields.

3.2 The extension of Lemaitre

Let us now fix M > 0 and take R = 2M. If we fix the ambient differential
structure of R3+!, then we cannot extend the metric to r = 2M. It was essen-
tially this fact which was originally mis-interpreted as meaning that » = 2M is
physically to be thought of as “singular”.

On the other hand, let us institute a coordinate change in r > 2M. Define

t" =t 4+ 2Mlog(r — 2M).
Then the metric can be written
—(1 = 2M/r)(dt*)* 4+ (4M/r)drdt* 4 (1 + 2M/r)dr* + r2(d6? + sin® 0dp?).

In this expression, nothing goes wrong as r — 2M.

If the underlying differential structure of R3*! (which we used to identify
Mp) indeed had physical meaning, then the above computation would just be
a cute remark of no significance. But a fundamental insight into the theory
(which was not easy to understand before the manifold concept was formalised)
is that the differential structure is not a priori prescribed. Thus, one can use
the metric to find the right underlying differential structure.

We implement the above below; again, though, as a crutch to aid our pictorial
understanding, we will employ yet again an auxilliary ambient Minkowski space.
We shall only dispense with this later.

14 Actually, there is a “right” way to do this exercise-and we’ll return to this when we study
Birkhoff’s theorem—but it is much more useful to do it brute force, if only just once.
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To avoid confusion with the previous, let us call our new ambient Minkowski

space R3T1, with polar coordinates 7*,t*, 8%, ¢*. Now define the open subman-
ifold

MLemaitre = {T* > O}a

see below:

3+1
MLemaitre C R*+

T

and, for each M, define on M [ ¢maitre the metric
Gar = —(1=2M /7)) (dt*)2+(AM /r)dr* dt* +(1+2M /r)dr*> +r*2(d** +sin? 6* dp*?)

For any fixed M, R > 2M, our above computation, shows that we have an
isometric embedding

(MRng) — (MLemaitre,gIL{),
(r,t,0,¢) — (r* =r,t* =t+2Mlog(r — 2M),0* = 0,¢" = ¢)

with range r* > R. In particular, gj; again solves the Einstein equations in
r* > 2M.

Either by direct computation, or applying analytic continuation, it follows
that gps solves the Einstein equations in all of Memaitre and moreover the
Killing fields of gy; extend to Killing fields of g5;. Explicitly, these are of course
8;?*, Q. Note that the QF are always spacelike.

From now on, let (M pemaitre, §) be our Schwarzschild solution.

3.3 The basic causal structure and the black hole property

In what follows we fix M, fix the spacetime (M pemaitre,ar), time-oriented
by a globally timelike vector field that coincides with 8%* for ™ > 2M + e.
(Show without explicit computation that one can find such a time orientation
(Exercise), in particular that (M pLemaitre, gar) 18 time-orientable; we will infer
some of its properties below.)

Moreover, let us drop the”, the x’s off the coordinates, and the subscript M.

We turn to explore the causal structure of this spacetime.

Let us define the subsets

B = {T S 2M} C MLemaitr& R = {T > 2M} C MLemaitre
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Thinking of the coordinate r as a smooth function, we can consider its gra-
dient, which we can compute'®

0 0
Vr=(1 2M/7°)8T + (2M/7°)8t.

In particular, Vr is future-directed (according to our prescription of the
time orientation (Exercise)) causal in B, timelike in the interior and null on
oB = {r =2M}.

In particular, r = 2M is a null hypersurface in (M Lemaitre, gar)-

Note that on r = 2M, Vr = % and 0; is thus a Killing field normal to
r = 2M. This makes r = 2M into something called a Killing horizon, on which
more later.

Let us also already remark that % is spacelike in the interior of B; thus,
there are no Killing fields timelike there. We will return to the issue when we
discuss the wave equation.

Let p € B and consider a future directed timelike curve y(s), with v(0) = p.
We have

i1 = dr(3) = g(Vr,4) < 0.

From this it follows that v(s) € int(B) for all s > 0.
Similarly, let p € int3, and consider a future directed causal curve ~(s) with
~(0) = p. We have
Ar=dr(¥) <0

from which it follows that v(s) € intB.

It follows by continuity that for any p € B, and a future directed causal
curve 7(s) with v(0) = p, then v(s) € B for s > 0.

Moreover, either v(sg) € intB for sg > 0 or 4(s) is in the direction of Vr for
s €0, so].

Thus, we have shown that J*(B) C B.

We draw the light cones:
I
N4
s

T
N

&

On the other hand, let p € R. Consider the integral curve v of C0; + 0, for
sufficiently large C (such that v(0) = p), i.e. the curve v(s) = (Cs + t(p), s +
r(p),0(p), o(p))-

15Beware of the fundamental confusion of calculus! Coordinate vector fields depend on
the entirety of the coordinates. The gradient, on the other hand, is a Lorentzian-geometric
concept.
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Note that v(s) € R, in fact r(v(s)) > r(p). For C large enough, we have
that CO + O, is timelike in the region r > r(p), thus, with C so chosen, 7 is
a timelike curve (for nonnegative s), existing for all positive s, and moreover
r(y(s)) = 0o as s — 0.

We can now understand the black hole property. As stated in the introduc-
tion, the black hole should be thought of as the region which cannot send signals
to far away observers. We will see later that the latter should be thought of as
an ideal boundary “null infinity”.

In the absense of a good notion of null infinity so far, let us interpret the
past of “far away observers” by the region

N 7 (r = Ra)).

Ro>0

We see then that this region is precisely R, and thus

B = Mremaitre \ [ J7({r > Roo}).

Roo>0

Note that under this definition, Minkowski space has no black hole-a good
sign.
Let us introduce the notation

H+ = 0B = {r = 2M}.

This is known as the event horizon, as it delimits the “events” which can com-
municate to “arbitrarily far away observers”.

3.4 Further properties

At this point, one can already study a number of further properties.

Global hyperbolicity: Both (Maas, gar) and (M pemaitre, Gar) are globally
hyperbolic. The reader might try to see this already (find a Cauchy surface
(Exercise)!), but it will be easier after the next section.

The curvature blows up as » — 0: In Riemannian geometry, one could
talk about the norm of the Riemannian curvature tensor. But in Lorentzian
geometry, that norm is not positive definite. If one is lucky, a scalar invariant,
like the Kretschmann scalar, blows up (Exercise). This indeed happens in
Schwarzschild.'6

Another easy thing to check (Exercise) is that all inextendible future-
directed timelike geodesics 7(s) which enter M are incomplete and satisfy
sup,c; r((s)) = 0.

There exist some inextendible future-directed timelike geodesics which do
not enter B. Such geodesics are in fact future complete (Exercise).

Another thing that one can check at this point is that the spacetime is past
causally geodesically incomplete. Where do these geodesics go (Exercise)?

16Since parallel transport has direct physical , so does . One can also compute curvature in
a parallely propagated frame.
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3.5 Null coordinates and Penrose—Carter diagrams

One can think of the Lie group quotient My emaitre/SO(3) as forming a 1 + 1-
dimensional Lorentzian manifold

Q = (—00,00) x (0,00)
with metric
go = —(1—2M/r)(dt)* + (AM/r)drdt + (1 + 2M /r)dr>. (8)

Note that in Minkowski space the analogue of @ would be a manifold wtih
boundary (—oo,00) x [0, 00).

So let us discuss briefly two dimensional Lorentzian metrics: A Lorentzian
version of the uniformisation theorem says that locally around any point p, one
can find a coordinate chart with range U C Ri,v (where Rﬁyv) denotes the plane
with coordinates u and v), such that the metric takes the form

—Q%(u, v)dudv.
The significance of this is that
—Q%(u, v)dudv
is conformally equivalent to the Minkowsi metric

—dudv

on R where u = 2% — 2!, v = 2% + 2!. In what follows we will thus identify

the RZ , plane with R'"!, and draw u = ¢ and v = ¢ lines at 45 and 135 degrees
from the horizontal. We will always choose these coordinates compatible with
the usual time orientation on R i.e. 8, and 9, are future directed.

Let us note a general fact about conformally related metrics in Lorentzian
geometry, defined on the same underlying manifold M. If g = Zg for some
function f, then v € T, is timelike, null, spacelike with respect to g iff it is
timelike, null, spacelike, respectively with respect to g. If we time orient both
g and g by a timelike vector field 7', then we see that

Jy(p) = J5 (p)

for all M. Thus the causal structure of the two Lorentzian manifolds coincide.

Returning to our example, in the case of (M Lemaitre, g) and its quotient Q,
a little bit of extra work can convince one easily that in fact choose the (u,v)
coordinates to be global and bounded.

(The latter is particularly easy to see, as & = f(u), 0 = f(v) define a new
set of null coordinates.)

Thus, instead of realising the abstract manifold M emaitre as the subset
R3*1\ {r = 0}, then, denoting by R2 , as the (u,v)-plane, we may realise
MLemaitre as

MLemaitre - Q X S2
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where @ C R'*! is a bounded subset with standard coordinate functions u, v,
and the metric takes the form

—Q%(u, v)dudv + r*(u, v)(d6? + sin? 0 d¢?).

We will call Q a Penrose—Carter diagramme of Mpemaitre- We will let
T MLemaitre — Q denote the natural projection, though often we will suppress
reference to the map 7!

Our goal is to understand the causal structure of Q as a subset of R, in
particular, the causal structure of its boundary in R'*1.

3.6 The Penrose—Carter diagramme of Schwarzschild: first
approach

Here, we shall infer the structure of the Lemaitre manifold’s Penrose-Carter
diagramme Q from what we already know, namely, from the explicit form of
the metric (8).

Easy to see that Q is a union of “ingoing” null lines crossing H ", and a union
of outgoing null lines. For this, we may use the flow of the Killing vector field 0;:
Picking an “ingoing null curve”—(one has to convince oneself that there is one
crossing the horizon)-then from the Lemaitre-coordinate description it follows
the spacetime is covered by the 9; flow applied to this, which clearly takes such
an ingoing null curve to another. On the other hand, one can show that picking
an “outgoing null curve” emanating from a point in R, then applying the flow
generated by J; covers R, while, picking another outgoing null curve emanating
from a point in int(B), then applying the flow generated by 9; covers int(B).

That is all one can obtain “for free”. We thus have obtained at this point
that Q looks something like this

but we don’t know yet “how far” the null curves stretch out with respect to
each other, i.e. what is the causal structure of the boundary.

To understand the structure of the boundary, we must write the spherically
symmetric Einstein vacuum equations Ric = 0 in u, v coordinates as

0u0y lo QQ—Q—2+i8T8T 9)
u-v g - 4’]"2 T2 v u
021
(9ut9vr = —E — ;(%7‘(%7‘ (10)
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Du(Q220,7) =0 (11)
0,(Q720,7) =0 (12)

Equations (11)—(12) are known as the Raychaudhuri equations; think about
their geometric interpretation. We will return to this when we talk about Pen-
rose’s incompleteness theorem.

It turns out that we can in fact rewrite the equations (9)—(10) as follows:

Defining

m= 51~ |VrP) = 51+ 40720,r0,7) (13)

we have in fact
14

15

Ouym =10 (14)
Oym =10 (15)
The quantity m is known as the Hawking mass. Since on HT, we have m = 5=
2M/2 = M, it follows that m = M identically. We can now rewrite equations
(10) as:
0o (Our) = 2 (—Q~20,r) "+ (9ur) (16)
8r2
We have written it in this form because 9,7 < 0 everwhere.
Since by Raychaudhuri (11), the quantity (—Q729,r) is a known function of

v, let us denote it by F(v):
F(v) = —Q 20,r

Note that [ F(v)dv is independent of the normalisation of the v coordinate.
Let H be {up} x (v_,vy) with vg € (v_,v4). We see immediately that
f;* F(v) = cc.
We will see in what follows that the Penrose diagramme must look here:

First let us choose a point in R and an outgoing null geodesic . Integrating
(16) in a diamond, it follows that r cannot become infinity “before” v reaches
the past null segment in the ambient R'*! emanating from the endpoint of H+.
From this it follows that the future boundary of Z* is as depicted.

Now let us turn to the future boundary of B. Since 9,0, < 0 and on the
other hand r = 0 in the limit, it follows that the boundary must be spacelike as
depicted.

In particular, we can isolate the points of the boundary of Q in the ambient
R'*! which are endpoints of future directed null curves for which » — oo.
(Interpret these upstairs).
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We can define this as (future) null infinity Z7.
With this definition, the black hole region B has the interpretation of

M\ J~(Z7)

where the causal structure is interpreted in the ambient R'™ and we really
mean M\ 7~ 1(J~(ZT) N Q).

Note the symmetries t — —t in the original coordinates in both int(B) and
R. This tells us the structure of the remaining part of the boundary.

Note that for d,r to become 0 in the limit (it has to!) as one approaches
the bottom ingoing boundary, then it follows that fvvf F(v) is also co.

Now, defining G(u) = (—Q729,r)~" in R, this shows that [’ G(u) = oo
and f:o* G(u) = oo. Interpreted now at future null infinity ZT, this says that
future null infinity is complete.

At this point, it is useful to compare with Minkowski space. Again, we
can proceed without actual computation: We have that Q is a manifold with
boundary, where on the boundary, r = 0. it follows from (13) that m = 0 on
this boundary, and thus m is identically 0. It follows that 9,0,7 = 0. From
this, it is clear that the Penrose diagramme is as below.

3.7 Maximally extended Schwarzschild and Birkhoff’s the-
orem

The Penrose diagramme of M emaitre, together with the symmetries ¢ — —t
in the original coordinates in both int(B) and R suggests that the spacetime is
further extendible, and indeed it can be glued to a copy of itself.

The resulting spacetime, whose underlying abstract manifold we will denote
Mmaz, can be realized as

Mmaz = Qmam X S2
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where Q,qz-
The reader can try to show this on his/her own at this point (Exercise).
Note the vector field T'.
We can at this point prove a version of “Birkhoff’s theorem”.

Theorem 3.1. Let (M,g) be a spherically symmetric spacetime. Then p is
locally isometric to (Mpmaz, grr) with M > 0, or (R*\ {r = 0}, gnr) defined by
(7) with M <0.

Proof. Let p € M. We can choose a neighbourhood of p with coordinates
(u,v,0,¢) ranging in (—¢, €) X (€, €) so that the metric takes the form , and thus
the Einstein equations . We can moreover have chosen the coordinates such
that

P =1lonu=0 and Q*=1onv=0. (17)

It follows that m is constant m = M.
Consider the case M > 0. Denote (0,0) by R. Note that

M= 2(1 +49,7(0,0)8,(r(0,)).

We have one more gauge freedom. If 9,7(0,0) # 0, we may rescale (u,v)
preserving , such that, equal to +1. If 9,7(0,0) = 0, 9,7(0,0) # 0 we may set
0, £ 1. Otherwise, we shall not impose more gauge.

In all the above cases, we see that r is completely determined as a function
of vonu=0and uonv=0. Since 2 is also similarly completely determined,
then this completely determines everything by noting that (9)—(10) constitute
a well-posed hyperbolic system.

Now we just have to find our data somewhere in the maximally extended
Schwarzschild solution.

The case of M < 0 is left as an exercise. |

3.8 Sketch of a revisionist approach

In the above, we have followed the “historical” approach to the Schwarzschild
solution. In retrospect, however, it is clear that it is the above representation
with respect to null coordinates which is perhaps the most useful. The “re-
visionist” approach is then to bypass completely the original coordinates and
develop the theory from the beginning in null coordinates.

Le., we consider from the beginning spacetimes defined on

M=QxS? Q C R?
with a metric
—Q%(u, v)dudv + r*(u, v)do,

and derive directly the Schwarzschild metric in such coordinates.

Using this approach one can easily obtain the qualitative features of the Pen-
rose diagramme of maximally extended Schwarzschild without solving explicitly
the equations.
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Let us sketch this approach briefly.

We will construct a solution by solving an initial value problem for the
evolution equations (9)—(9) with initial data on (—oo, 00)x{0} — {0} x (=00, 00)
such that the initial data satisfy also (11) and (12).

We shall take specifically initial data which in retrospect will corrspond to
the horizons!

Le, we will take data of the form r = C, Q = C (Note that (11) and (12))
are trivially solved then). We will solve (9)—(10) in each of the four directions
(note we are using the fact that the characteristic value problem for thhe 1 + 1-
dimensional system is well posed in any of the four directions) in the maximal
region allowed (here again, we are anticipating the general notion of maximal
development).

Lemma 3.8.1. The equations (11)—(12) are propagated by (9)—(10), i.e. the
unique solution of (9)—(10) with characteristic data satisfying (11)—(12) satisfies
(11)—(12) identically.

Proof. (Exercise) O

It follows that we have constructed a non-trivial solution of the Einstein
vacuum equations in a certain region.

What characterises the boundary of this region? This region should be a
globally hyperbolic subset of each quadrant with respect to dudv or —dudv,
depending on the quadrant. It is easy to see from 1+ 1-dimensional pde theory
that if p = (u,v) is a “first singularity” then

sup Q2 Q72 r 1 (@,7) = 0o
0<sgn(u)a<|ul,0<sgn(v)7<v|

Let us note that that the equation (10) determines the signs of 9,7 and 9,r
on the original axes. From (11)—(12) these are determined everywhere. Thus
r has a lower bound r > 2M in the mid-shaded regions and an upper bound
r < 2M in the darker and lighter regions.

From the form (16) it is clear that in the darker region, if (u,v) is a first
singularity with liminf r(u,v) = r9 > 0 then one can bound log |9, r| uniformly
in the region 0 < u < wu, 0 <o < v by a constant depending on v and 9. Then
from (11) one infers upper and lower bounds on Q2. Tt follows that any first
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singularity must have liminf r(u,v) = 0 (and thus, by monotonicity properties
of r, limr(u,v) = 0. Moreover, revisiting again equation (16) gives us that the
the whole boundary consists of first singularities and is in fact spacelike. Similar
arguments hold for the lighter regions.

In the other two regions, we argue as we did in Section 7?7, using again
(16), that at a first singularity (u,v), log|9,r| will be uniformly bounded by a
constant in the region 0 < —u < —u, 0 < v < v, depending only on the values of
u and v. It follows that r is bounded from above. On the other hand, it follows
from (11) that Q2 is bounded from above and below, and now from (12) that
Oyr is bounded. It follows that there are no first singularities.

One sees easily now that » — oo on future directed outgoing null rays. For
suppose on such a u = —ug we had » < R. Then we would have by monotonicity
2M <r < Ronwv >0, —uy <u <0. Integrating (??) from v = vy for some
vp > 0, then using that

IE

we would obtain —8,7(u,v) > ce) ©/?% which upon inegration f?uo for suffi-
ciently large v would contradict the upper bound on R.

Finally, notice that the existence of a Killing field T follows from the fact
that the initial data admit a 1-parameter family of isometries. Write it down
explicitly (Exercise).

3.9 The sub-extremal Reissner—Nordstrom family

As an example of the revisionist approach, we will derive the qualitative features
of the so-called Reissner-Nordstrom family. This is a family of solutions to the
Einstein-Maxwell system. This equations look of tremendous complexity:

1
Ric,, — §gu,,R = 81T, (18)
VFF,, =0 dF =0 (19)
1 1
T,uu - E(FF - Zg,uuF,F ) (20)

However, under spherical symmetry, as we shall see, they reduce to some-
thing very similar to (9)—(12).

Let us take right away the point of view that spherical symmetry means that
as a differentiable manifold

M=Qx5?

where Q is an open set of R'*! and such that in the induced coordinates
(u,v,0, @) the metric takes the form

g = —Q%(u,v)dudv + r?(u, v)(d6? + sin? dp?)

(Note that there is no loss in not allowing Q to be a manifold with boundary
because this would imply finally that F},, must vanish identically.)
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First we note that, simply fixing the metric g to be spherically symmetric
in the above sense (i.e. not using the Einstein equations (18)), any solution of
(19) must be of the form

F = Qcr*Qdu A dv + Qp, sin 0d6 A d¢p (21)

where Q. and @, are real constants.
Defining Q = /Q? + Q2,, the Einstein equations (19) then take the form

02 1 02Q2
2 _
&j)v 10gQ = w + r—28@7"8u7" — W (22)
02 1 1 4
wol = ——— — —UypT'Uy _7922 2
Ou0pr ym T8T8T+4T Q (23)
Du(Q220,7) =0 (24)
0, (Q2720,r) =0 (25)
Note that (24) and (25) retain exactly the form of (11) and (12). Why?
(Exercise).
We can rewrite the equations in terms of the re-normalised Hawking mass
QQ r ., Q2
= — = (1 +4Q7°0,10, —
w=m+ o 2(+ 87“87")4—%
which satisfies
Oy =0
Oy = 0.
Note that 5
2
1= 22 9 4020,
r r

0 (Dur) = 5(~Q20,1)”" (w - Q—2> (Dur)

r

Pick now parameter a M > Q. We now define subextremal Reissner-
Nordstrom with parameters (M, Q) as the evolution of data Q2 = 1 and

r=M+\/M?>—-Q?=r,

defined on on (—o0,00) x {0} — {0} X (—00,00). Note that we obtain that

T+ Q?
= — —:M
2 +2T+
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One can again obtain without explicitly solving these equations the form of
the Penrose diagramme.

We proceed as in the Schwarzschild case:
First again, we can infer the signs of d,r and 9,7 on the axes. (For this,
note that on the axes
Q* Q*
w——=M— >0
r M+ /M? - Q?
and thus 0,0, < 0.) By (11) and (12), this gives the signs everywhere. In
particular, this tells us that as before r is bounded above in the darker shaded
region.
But note that we have from the fact that 0,7 < 0 and 0,r < 0 the relation

2 2
1——w+Q—2<0
T T

whence the a priori bound
r>r_=M—+/M?—- Q2

Continuing as before we obtain that there are no first singularities in this re-
gion, and thus the boundary must be as depicted. (With a little extra work
(Exercise) one can show at this stage that r can be extended continuously to
r=r_=M—+/M?—Q? at the null dotted lines of the boundary. This will
follow from what we will do below...)

We argue completely analogously to the Schwarzschild case that there are
again no first singularities in the other regions, and that » — oco. Thus we may
define future null infinity Z* and past null infinity Z— as before, and both are
complete in the sense described in Section 3.4.

We can characterized the darker shaded region as @ \ J~(Z7); it is thus a
black hole region.

Finally note that the symmetry of the initial data again implies again the
existence of a Killing field T'.

Let us note finally that the resulting spacetime, like maximally-extended
Schwarzschild, is globally hyperbolic and admits an asymptotically flat (for
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those that no what this means) initial data surface ¥ with two asymptotically
flat ends.

In fact, one can chose a time-symmetric one ¥y whose second fundamental form
vanishes!”.

As we shall see in the remainder of this section, the above spacetime is in fact
extendible beyond the future dotted-line boundary of the darker shaded region.

For this, let us first define a new spacetime again by solving a characteristic
initial value problem for (22)—(25): but this time choosing r = r_ = M —
v/ M? —Q? on two affine complete intersecting null rays. One again obtains
that w = M. One easily sees (Exercise) that the Penrose diagramme looks
like:

Hint: first determine the signs of 9,7 and 0,7 on the initial data sets and mimick
the arguments already used above in the Schwarzschild and Reissner—Nordstrom
cases.

One easily sees (Exercise) that the curvature blows up as the boundary
r = 0 is approached.

Again, a Killing field T extends everywhere.

As perhaps suggested by our shading conventions, the darker shaded region
is isometric below is isometric to the the darker shaded region of the previous
diagramme, and the two solutions can be pasted together by identifying these
regions.

Moreover, the lighter shaded region is isometric to the lighter shaded region
(which of course are isometric also to the darker ones) thus, the an infinite chain
can be constructed.

TInfer the existence of one from the existence of discrete symmetry of our characteristic
initial data on the axes (Exercise).
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We will see this by proving something more general, namely Birkhoff’s the-
orem for the Einstein—-Maxwell equations

Theorem 3.2 (Birkhoff’s theorem for Einstein-Maxwell, 1st version). Let
(M, g, F),

be a spherically symmetric solution of (18)—(20) with Mazwell part given by (21)
with Q = Q? + Q?, and with @ = M for M > Q. Then for p € M, defining
R = r(p), then near p, (M, g) can be isometrically embedded into a neighbour-
hood of any point q of physical or unphysical extremal Reissner—Nordstrém with
parameters (M, Q), so long as r(q) = R, and the signs of Oyr(q), Oy7(q) coincide
with those of Oyr(p) and Oyr(p).

One might wonder already at this point (Exercise) what solutions classify
solutions of the for w < ). We may return to this later!
An immediate corollary of the above is

Corollary 3.1 (Pasted Reissner—Nordstrom and global version of Birkhoff’s
theorem). Physical subextremal Reissner—Nordstrém can be pasted to unphysi-
cal extremal Reissner—Nordstrom in series as infinite chain with Penrose dia-
gramme:

Any spherically symmetric solution as above with ambient manifold M = Q x S?
where @ C R and u and v are global null coordinates globally isometrically
embeds into the above Penrose diagramme.

Why have we isolated our original Reissner—Nordstrom as the “physical so-
lution”? The reason is that it is globally hyperblic with an impeccable asymp-
totically flat Cauchy surface ¥ (at least if you don’t mind two asymptotically
flat ends). In the language of the initial value problem of the Einstein—-Maxwell
equations, our “physical Reissner—Nordstrom” corresponds to the mazimal glob-
ally hyperbolic Cauchy development of this Cauchy data. Any extension of this
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manifold to a larger one will fail to be globally hyperbolic with Cauchy hyper-
surface Y-thus will fail to be uniquely determined from data!'®.

One might think that the Reissner-Nordstrom behaviour should be consid-
ered preferable to that of Schwarzschild—at least if you are an observer entering
the black hole. Because in the former case, all observers living for only finite time
still “survive” in the globally hyperbolic domain, as opposed to being crushed
by tidal forces, as is the case in Schwarzschild.

On the other hand, from the point of beaurocracy, Schwarzschild has the
advantage that the fate of every observer is accounted for, whereas in Reissner—
Nordstréom, the existence of observers who live for finite time but are not de-
stroyed, puts forth the question—What happens to them?. In particular, as is
demonstrated by pasted Reissner—Nordstrom, spacetime can be smoothly ex-
tended so that all finite-lifespan obeservers in physical Reissner-Nodrdstrém
live for longer. As these extensions are non-unique (even as solutions to the
Einstein-Maxwell equations), this gives a concrete realisation to the fact that
the fate of such observers is indetermined.

This situation for Reissner—Nordstrom was deemed philosphically to be so
problematic that, in the context of the initial value problem for general relativity,
it is conjectured to be non-generic:

Conjecture 3.1 (Strong cosmic censorship, Penrose 1972). For generic asymp-
totically flat initial data for the Einstein (or Finstein—-Mazwell) equations, the
mazximal globally hyperbolic Cauchy development is inextendible as a suitably
reqular Lorentzian manifold.

Further discussion of the correct formulation of inextendibility in the above,
as well as the status of the above conjecture, is beyond the scope here.

3.10 Aside: Trapped surfaces and Penrose’s incomplete-
ness theorem

Already, it is worth it to put the above two solutions in a more general context.

In both Schwarzschild and Reissner—Nordstrom, points (u,v) in the darker
shaded interior of the black hole region of the quotient Q satisfy O,r(u,v) <
0, Oyr(u,v) < 0. Upstairs in M, these correspond to 2-spheres S with the
property that their two null expansions—i.e. their mean curvatures viewed as
hypersurfaces in the two connected components of 9J1(S) in a neighbourhood
of S, are negative.

This defines the notion of a trapped surface

Definition 3.1. Let (M, g) be a 4-dimensional spacetime. A trapped surface is
a spacelike two-surface S C M such that, if L and L denote two future-directed
null vector fields spanning the orthogonal complement to T, S, then the two mean
curvatures trx and try are both negative.

8Wait a minute! Doesn’t Birkhoff’s theorem say that there is a unique spherically sym-
metric solution of the Einstein—-Maxwell system? Yes, but here, we are not talking about
spherically symmetric solutions but general solutions. Spherically symmetric data only imply
spherical symmetry of the spacetime in a globally hyperbolic region.
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One should compare this with the situation of standard spheres in Minkowski
space, or the spheres in the mid-shaded region of Schwarzschild or Reissner—
Nordstréom, for which 9,7 < 0 and 9,7 > 0.

The notion of trapped surface was first isolated by Penrose who proved the
following celebrated theorem

Theorem 3.3 (Penrose, 1965). Let (M, g) be a globally hyperbolic 4-dimensional
spacetime containing a closed'® trapped surface, with non-compact Cauchy sur-
face X Then if Ric(L,L) > 0 for all null vectors, it follows that M is future
causally geodesically incomplete.

Note that both Schwarzschild and “physical” subextremal Reissner—Nordstrom
(recall that by the latter we mean the globally hyperbolic domain) satisfy the
assumptions of the theorem—thus their geodesic incompleteness follows already
from the above.

This theorem was very important because it showed that the property of
geodesic incompleteness of Schwarzschild is a stable one to perturbation of
Cauchy data. This is because, in the context of general solutions to the ini-
tial value problem for the Einstein vacuum equations (or Einstein-Maxwell
equations), then by Cauchy stability, of (3, g, K) are Cauchy data leading to
spacetime containing a closed trapped surface, then any spacetime arising from
nearby initial data will similarly contain a closed trapped surface. In particu-
lar, by the above theorem, the incompleteness property of Schwarzschild and
Reissner—Nordstréom is dynamically stable.

The above theorem is traditionally known as the “singularity theorem”. Fol-
lowing Christodoulou, we will refer to it simply as the “incompleteness theo-
rem”. For the example of Reissner—Nordstrom shows that the “cause” of the
incompleteness can have nothing to do with singularity in the sense of blow
up?’. Indeed, it is only a positive resolution of strong cosmic censorship (Con-
jecture 3.1) which would make Theorem 3.3—generically!-into a true “singularity
theorem?”.

4 The wave equation on general Lorentzian man-
ifolds

We now move to the analysis part of this course, namely study of the covariant
wave equation (2) on Lorentzian manifolds.
The most basic example is the classical wave equation

—0%)+ ANp =0, (26)

thought of now geometrically, as the covariant scalar wave equations (2) on
Minkowski space R3*1.

19

i.e. compact without boundary

200f course, additional confusion is caused by the fact that in maximally analytic Reissner—
Nordstrom there is a “singular boundary”. But the above theorem has nothing to do with
pasted RN!
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Our goal in this section will be to prove local estimates and a domain of
dependence theorem for (2) in the general setting.

We will see in Section 4.5 how our general theory applies to yield global
estimates in the special case of (26). This will then serve as a model for the
black hole case to be dicussed in Section 5.

4.1 Lagrangian structure and the energy momentum ten-
sor

First some generalities: Let (M, g) be an n+1-dimensional Lorentzian manifold.

For scalar functions ¢ : M — R, we define the covariant wave operator

Oy¢ = VVath = g"0,0,7 — guupzyaa¢ = (au(\/ —99"" 0,1)))

1
V=9
The covariant wave equation

0,9 =0 (27)

on (M,g) arises as the Euler-Lagrange equations correponding to the La-
grangian

EM—AW%MMN%

On account of this, it is possible to define the so-called “energy-momentum
tensor”

1
THV["/J] = 5u¢5u¢ - §9w9aﬁ3a¢5ﬂ¢
which, for all solutions of (2) satisfies:
VAT, 9] = 0. (28)

See [12] for a discussion of general Lagrangian theories.
To obtain an integral law, we must first contract 7}, with a vector field X*.
Given then an arbitrary X*, we obtain a one form

TX[) = T[]

From (28) we derive the relation

VAT [] = KX [y] (29)

where
EX[] = O, T[], (30)

Here,
Oy = 2 Xy = 3 (Lx 0y (31)

is the so-called deformation tensor associated to the vector field X.
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The relationship (29) between the one-form J*[¢)] and scalar KX [¢)] make
these compatible currents in the terminology of [12], as both of these depend
only the 1-jet of v, yet for solutions 1 of (27), the divergence identity (29)
holds. It is this property, together with the positivity property to be shown in
Proposition 4.2.1, on which the entire theory of the wave equation is in some
sense based.

4.2 The energy identity

Let (M, g) now be time-oriented, i.e. a spacetime.
We may now integrate (29) in an arbitrary region R C M with sufficiently
regular boundary 0R to obtain

/ J X WnlsdVoly,,, = / KX [y]dVol, (32)
OR R

We will note the (perhaps slightly unfamiliar) sign conventions in a minute-as
these are extremely important!

If X# is Killing, then the deformation tensor (31) vanishes, and thus K~ [¢)] =
0.

It follows that .J f is a divergence free one-form and (32) constitutes a con-
servation law.

To examine the signs in identity (32), let us now restrict to the case where
where R is bounded by two homologous compact spacelike hypersurfaces >
and ¥_ with common boundary.

nN Sy

-

Let n denote the future unit normal of ¥, and assume, as depicted, that n
points into R on ¥_, while —n points into R on X .
We can rewrite (32)

/ e+ IRACEY AT

Let us note that we may rewrite the integrand as
Ty, XHn",

the volume form always being understood.
We have the following fundamental proposition:

Proposition 4.2.1. Let Y,Z € N*. Then

T, Z) = 0.
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IfY,Z € I, then, in any local coordinate system

n

T(Y,2) > ¢Y (0:i)?,

i=0
for a constant ¢ depending on the coordinates and the choice of Y, Z.

One should think of the above positivity as the mathematical realisation of
the wave equation’s hyperbolicity.
An immediate corollary is the following

Corollary 4.1. Let ¥, and X_ be homologous spacelike hypersurfaces with
common boundary and let X be a timelike Killing field. Then

Lﬁﬁmw—/cﬁmw

In particular, there exists a C' depending only on the region R such that

[l s,y + Inll2 sy < CllYllgas ) + Indllieass)-

The existence of a global timelike Killing field will be important for global in
“time” properties of the wave equation, as we shall see in the Minkowski case
in Section 4.5, and in the black hole case in Section 5. But for local properites,
like well-posedness, and local-in- “time” estimates, one can make due with any
timelike vector field.

To see this, let us specialise the above choice of hypersurfaces. Let X,
7 € [0, 1] be a foliation of a region R as above such that £y = ¥_ and ¥ = X,
and let X be a timelike vector field, not necessarily Killing. Let us moreover
assume that the interior of ¥, are the level sets of a smooth function ¢ = 7 of
the interior of R, such that —g(V¢, V¢) > ¢ for some ¢ > 0.2

Let us apply the identity (32) in the region R.:

bounded by ¥y and X,, for a general 0 < 7 < 1, rewritten

X
|k = [ e - [ k¥l (33)
5, > R,
By Proposition 4.2.1, and compactness of R, we have

|EX[y]] < CTX[p]nk

2INote that an upper bound on |g(Vé, V¢)| would be impossible.
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for a constant independent of ¢ and 7.
On the other hand, let us note that by the co-area formula

dVolgr < ¢ Ydr dVols_,

again for a constant independent of 7, and = € X;.
It follows that we may rewrite

/ T < / R / ' [ e

T*

Defining

X Iz
)= [ i (31)
we see that f(7) satisfies
o <fo+C [ 1) (35)
0
whence we obtain
f(r) < f(0)e°7. (36)

We have,

Theorem 4.1. Under the above assumptions, there again exists a C' depending
only on the region R such that

10l s,y + N2, < OOl + Indllas ). (37)
As a corollary we may immediately obtain

Corollary 4.2. Let 1, z/? be two sufficiently regular solutions of (27) such that
P =1, nfp =ntp on X_. Then p =1 in R.

In the proof of the above, the reader paying attention will notice that we
must use for instance a little Poincare type inequality which says that

[l < CUW s,y + 19ll205-))

Recall here that 0¥ = 0%, is a smooth compact submanifold of codimension
2.
Noting at the same time the trace theorem

1Vl 205y < Cllllar sy

We may substitute the homogeneous Sobolev norms in Theorem 4.1 with the
inhomogeneous norms, i.e., we have

Theorem 4.2. Under the above assumptions, there again exists a C' depending
only on the region R such that

[y + InPll2es) < CUII a1 =) + I09] 22))-
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Corollary 4.2 is a statement of local uniqueness. With a little Lorentzian
geometry, we can “globalise” the statement as follows

Theorem 4.3 (Domain of dependence property). Let (M, g) be a spacetime and
Y an acausal?? spacelike hypersurface (without boundary), with future directed
normal n. Let 1, ¥ be sufficiently reqular solutions of (27) such that Y|y = 1/~)|g,
|y = ndls on X. Then ¢ =) on D(X).

Here D(X) = UDT(X) U D™ (X) denotes the so-called Cauchy development
of ¥ in M. This is the set of all p € M such that every inextendible causal
curve through p intersects M. It turns out that D¥(X) is globally hyperbolic
with Cauchy hypersurface . If M was itself globally hyperbolic with Cauchy
hypersurface %, then D(X) = M.

Proof. The proof requires quite a bit of Lorentzian causality theory that we
won’t get into here. Thus this is really only a sketch. It suffices of course to
consider the case where 1) = 0 identically. One considers the set

S§* = {p e D*(Y) : I, spacelike with ,p € 5, ¢[s, = 0,n1|s, = 0}.

The set is non-empty as it contains the original ¥ and is moreover open by
Corollary 4.2. Let Si denote the set of all p € S such that J~(p) C S*. This
set also contains ¥ and is open and connected.

Suppose DF(X)\ S§ # 0. Let p € DT(X)\ S # 0 and consider the
compact (by theory of global hyperbolicity) subset J~(p) N D*(X). There exists
aq € J (p)N D) such that J=(q) N DH(X)\ ¢ € S (for instance, let ¢
be a minimizer of the continuous function @ — VolJ~(x) on the compact set
J~(p) N D*(X)). Since S is open, it follows (from a little bit of Lorentzian
geometry) that there is a spacelike 3, containing ¢ such that ¥, \ {¢} C S5 .
But then it clearly follows that g € Sar , a contradiction. O

Let us add finally that one often considers the wave equation in a region R
which is foliated as below by X,, but which has also a smooth null boundary
Cr. Here X7 can be taken to be the level sets of a smooth function ¢ = 7, such
that 0 < ¢ < |[V¢| < C:

o

The energy estimate in each R, gives

/ET Jf[‘/’]nl‘—l—/ Jf[d)]n‘é = /27 Jli([q/,]nu _/RT KX[y]. (38)

fol

22je. a hypersurface such that every timelike curve intersects it at most once
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The second term on the left hand side of (38) requires some discussion. Null
cones do not come with a natural volume form, neither a natural normal. But
given a choice of normal, there is an induced volume form which makes Stokes
theorem correct. Now it turns out that the integrand controls all derivatives of
1 normal to n¢o, that is to say, all tangential derivatives to C;. Compare with
the integrand of the other flux terms which control all derivatives.

In our discussion of black holes, we will see how to make use of this second
term which naturally will come up along event horizons H™. For now, let us
simply note that we are free to drop it, obtaining the inequality,

[ < [ ke - [ k¥, (39)

T - R+

from which, defining f as before by (34), we may reprove (35), and thus (37).
How does one get the 0’th order term in this approach (Exercise)?

4.3 The inhomogeneous case and commutation

To consider higher order estimates, we must first enlarge our formalism to con-
sider the inhomogeneous case of (27), namely,

0,9 = F. (10)
We have
VUTM/[‘/’] = F7/Ju
whence, defining, for a vector field X as before JX and KX, and defining
EX = FX"4,, we obtain
X100 X X
VI ) = K2 [] + &7 [Y)] (41)

We will apply this to solutions of (27) commuted by a general vector field
Z. Let Z then be a general vector field, and ¢ a solution of (27). Then Z3
satisfies

D!]Zd} = [Dga Z]d}
Now [O,, Z] is a second order operator, let us call it P,. Note in particular
that if Z is Killing, then [O,4, Z] = 0, i.e. P, = 0. In general, we have
EX(2Y] = Py X (2¢)

Now let X again be timelike in a region R as in before (33) or as in before
(38). From (41), we obtain upon integration

/ TX (24t < /E TX (24t — / (KX[Z0)+ €X12¢]), (42)

T T

Now let X be a timelike multiplier, and let Z,, denote a collection of vector
fields which span T, M, for all p.
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Note that with respect to any local coordinate system around p,

n

SR < Cp) Y T [Zatn®

,v=0 a=0

In particular, by compactness we have

> KX [Zot) + EX[Zatt) < OO JX [ZathInt + TX []n*)

[e3

in R, where the presence of the second term on the right hand side is necessitated
by the fact that P, has a first order part.
In view again of the co-area formula, then defining

_ X b In - X nt
f(x) —/ET TX ] +2_%/E TXZat]

We have that f again satisfies (35) whence again (36).
This gives H? bounds:

1] 2,y + Yl s,y < CUYl a0 + 10 (50)) (43)

(where, to include the 0’th order term we are using that we have already bounded
it). Note that we have secretely thrown away the term

H”21/1HL2(20)

from the right hand side (which a priori is necessary) to relate the right hand
side with f(0), because the wave equation itself allows us to solve for n2y. We
shall see this again in the context of Minkowski space. (For the same reason,
we have not bothered to include [n?1| 2(s) on the left hand side.)

We see at this point one disadvantage with the first region we considered
(foliated by homologous spacelike hypersurfaces) as opposed to the region before
(38). In the latter case, we may chose n — 1 smooth vector fields Z; on M such
that Z; are tangential to the leaves X, and define f only with respect to these
vector fields giving directly (43).23

Now show by an analogous commutation formula that one obtains the gen-
eral H* estimate (Exercise).

Proposition 4.3.1. For all k > 1, R as before, there exists a C}, such that

IV axes,y + 100l e sy < CellVllmr ) + PP r-1(50))-

Note the two distinct uses of vector fields: in the role of multipliers, like X,
and in the role of commutation fields, like Z.

231f one were to try to restrict to tangenetial vector fields in the former case, one would
have to ensure that the blow up of their deformation tensor is canceled by that of the lapse

V.
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4.4 The Sobolev inequality and pointwise bounds

Let us recall the following local Sobolev inequality on the compact n-manifold
with boundary X,: For all s > n/2, we have

sup [y < Cs(E7) 9] 1= (s,)
TEX

Thus, putting together the above with we obtain

sup 1] < CENl primszie1(s0)
fASH I

and more generally

Illoms,) < OO m214m(sy)

4.5 The case of Minkowski space R3*!

In the case of Minkowski space, we can use the above methods to obtain global
estimates for all time.

4.5.1 The conserved energy

Let (t,z',...,2%) denote a standard Minkowski coordinate system. Recall from
Section 2.4 the Lie algebra of Killing fields of Minkowski space.

The most convenient vector field to use as a multiplier vector field is the
future-directed timelike vector field T = 0.

Choosing for instance the constant-¢ hypersurfaces, and noting that the nor-
mal n =T, we have that

T = (0)? + 3 (00,)°
and the estimate (32) gives
PR SCRUEY INCIOES SO (44)

Wait a minute! How is this justified? Restrict to:

apply more correctly (39) and take the limit, then exchange the roles of ¢t = 7
and t = 0.

(Less explicity, to justify the above, one can alternatively argue as follows:
We first note that smooth functions of compact support are dense in H*(R"™)
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for all s > 0. On the other hand, by our general uniqueness result, we can
show that if ¢, Vi are of compact support on ¢ = 0, then they are of compact
support on ¢ = 7. Thus, it suffices to prove (44) on such functions for which
one can manifestly drop the boundary terms if the boundary is sufficiently far.)

4.5.2 Commutation and pointwise estimates

As commutators, we may use X; = 0p,, where x = 1,...3. We obtain finally
that

[0 Mg + 19T gz < M0 ) g + 190, ) | g + [1n0(0, )l ar (45)
Now let us note that we have the following global Sobolev inequality

Proposition 4.5.1. For f of compact support,
sup 1< Cllfll ey + 1 g2 sy - (46)

Proof. To prove (46), one can just revisit the proof of the usual Sobolev inequal-
ity by taking the Fourier transform.
Alternatively, one can note the following Hardy inequality

/R?’ |X_X0|_2|f|2 < C|f|§{1(R3)

on the closure of functions of compact support in H', for any xo € R3. To
estimate |¢(x0)| we can then apply a local Sobolev inequality in the ball of
radius say 1 at xq. O

It follows that we have
SD§13P|1/)|(7'7 ) < CU[0, )l g1 + 190, ) g2 + 113 (0, <) || 1) (47)

Applying further commutations one obtains

Theorem 4.4. We have

(7, Memer@sy < CUDO, ) gmer + 1000, ) sz + 190, ) 1)

We have secretly snuck in the ¢-derivatives on the left hand side, even though
we have only used X; as multipliers. Why can we do this?

It is the analogue of the above result which we aim to show for a suitable
class of black hole exteriors, including Schwarzschild and subextremal Reissner—
Nordstrém.
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4.5.3 An alternative commutation argument

Let us note finally an alternative commutation which is in fact useful in the
black hole case, if we only use 7" as a commutator instead of the X; we obtain
from keeping only the J; derivative in the energy the estimate

107(7, )22 < 106 (0, ) ga + 1070, )l 2 (48)

Note that this is the estimate thrown away from (45). Now the wave equation
itself can be rewritten

Op = Ay
whence we have

1A% (7, T2 (rs) = 1079 (7, )T (rs)

But now notice the elliptic estimate

11| g2 rey < ALz
(

valid for f smooth of compact support.

Thus we retrieve the estimate (??) just from (48) and (44). More generally,
after further commutations just with 1" we can retrieve the full Theorem 4.4.

This latter approach is preferable in that it only requires 7" and not X. It
is this approach that we shall use in the black hole case. As a warm-up, the
reader may already try (Exercise) to generalise Theorem 4.4 to a class (defining
this is part of the exercise) of asymptotically flat stationary spacetimes with a
timelike Killing field. Hint: one can get ideas from the more complicated black
hole setting of Section 5.2.

4.6 Aside: From estimates to well-posedness

The energy estimate of Propostion is also the key to proving well posedness of
the Cauchy problem.
Let us state for reference

Theorem 4.5. Let (M, g) be globally hyperbolic with Cauchy hypersurface 3.
Let y € Hy (X), V' € HEN(X). Then there exists a unique solution ¥ of (2)

in M, such that for any spacelike S, ¥|s € HE ., ns|s € Hi b, and | =,
niply =P’

Proof. First note that by a minor modification of the (only briefly sketched!)
proof of Theorem 4.3, it suffices to show that given a region as in (or as in ), in
fact, assumed sufficiently small, one can solve this initial value problem in the
class ¢ € CH(HE (2,)), np € C° € HE ().

For this in turn there are various approaches. One can construct a solution
in L?(R) via Hilbert space methods, and then infer a posteriori its regularity
through the energy estimate (see [36]). Ome can approximate everything by
analytic data, and an analytic metric, apply Cauchy-Kowalevsky, and use the
energy estimates to take the limit in H®. One could apply finite differences, or
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add artificial viscocity. Finally, one could also use much more elaborate tools
like the existence of a parametrix (see the approach in [6]).
O

5 The wave equation on black hole backgrounds

We now turn to the problem of proving definitive global boundedness-type re-
sults on a class of stationary black hole backgrounds. The class is motivated
by the Schwarzschild (and sub-extremal Reissner—Nordstrom) setting, so let us
first set up the problem in this case where everything is explict.

5.1 The Schwarzschild setting

We will consider a region, completely contained in the Lemaitre spacetime.
Recall from Section 3.2 the Lemaitre coordinates ¢ and r. (We will denote ¢*
and not ¢ here just to emphasize that this is not the Schwarzschild coordinate
t!)

Let us consider the region R = {¢* > 0,7 > 2M}. This region is foliated
by the spacelike hypersurfaces ¥, = {t* = 7}. Let us denote the Killing field
O = T, and the one parameter group of diffeomorphisms it generates by ¢, .
Note that ¥, = ¢, (o).

Define S, = {t* = 7} N {r = 2M}. Let us denote H" = U,;>0S-. In our
conventions ¥, is a manifold with boundary, with compact boundary S,. Again

Sy = ¢T (EO)

The Killing vector field T is null and tangent to H™. This makes H* a
Killing horizon. One easily shows (see below) that in this case V3T = kT for
some function s such that Tx = 0. In the Schwarzschild case, in view of this
spherical symmetry, it is immediate that x is constant on H™. But one can
explicitly compute .

C4AM
We defer this computation to Section 5.5 where the positivity of k will be
fundamental.

Finally, we note the surfaces X are asymptotically flat. For us here, this
will mean the following: There exists a compact set Ky, in this case, let us take
K = {r < R} N Xy, for some large R, such that Xy \ Ky is covered by global
Euclidean coordinates x' as preceisely the region |x| > R, and the metric g|s,
of ¥ approaches the Euclidean metric

K

dxf—l—...—i—dxi
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in a suitable sense. We will give the details of this later.
Let us also note that O¢|s, approaches asymptotically ny,. We will need
only the statement that
T|Eo = ans, + 3 (49)

where § € T,,3 and ¢(£,€) — 0, @« — 1, as |z| — oc.

5.2 A sufficiently general class of spacetimes

Let us abstract the above properties of Schwarzschild in the following definition.

Definition 5.1. A sub-extremal strictly stationary black-hole spacetime will
be a manifold (M, g) containing a region R with the following properties.

R is bounded to the future by a a future complete null hypersurface HT,
not-necessarily connected, and to the past by an asymptotically flat spacelike
hypersurface Yo with compact boundary Xo = Yo NHT.

There exists a smooth vector field T on M which generates a 1-parameter
global semigroup of diffeomorphisms ¢, for T > 0. Definining 3, = ¢-(Zg) we
suppose that R = Ur>0(Z0) and H = Ur>o(Xo).

We assume moreover that T is Killing on R and future-directed timelike in
its interior, and that H is a null hypersurface, (making T null on Ht and HT
a so-called Killing horizon). Writing

Vol = kT

on Ht, we assume that kK > kg > 0.

Finally, we will assume as before that T satsifies (49) with { € T,X0 and
9(&,€) = 0, a — 1, as |x| — oo, where |x| denotes Euclidean coordinates on the
asymptotically flat end of 3o given by the definition.

The reader at this point can construct a region R of sub-extremal Reissner—
Nordstrom satisfying the above assumptions. Note that in that case (Exercise)
we have

K=.

We stress that we are not assuming the spacetime to be spherically symmet-
ric or the horizon to be connected.

We use the word strictly stationary to emphasize the assumption that T is
assumed timelike everwhere in R. In particular, the Kerr spacetime, to
be discussed later, does not satisfy the assumption of Definition 5.1.
See Section 5.5.

5.3 Preliminaries

For each € > 0, let B be a non-empty neighbourhood of Xy in ¥y such that
B, C B fore < ¢/, and NB, = (). Define 3§ = ¢\ Be, and define X2 = ¢.(Z§).

In the Schwarzschild case, we can take explictly B. = o N {r < 2M + €}.
This makes ¢ = {t* =7} N {r > r + 2M + €}.
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5.3.1 Positivity of the J” current

Let n denote the normal of ¥,. This is a smooth vector field on R. We have
the following relations:

By compactness, our assumptions on 7" and our notion of asymptotic flatness,
we have on X, the estimate:

i [Wn#| > Ce(IV]s, ¥ + [nyf?)

One can see this explicitly in the Schwarzschild case:
In fact, on X, we have

|TL [In#| ~ C((1 = 2M/7)(9,1)* + (0et)? + |V

This makes clear the precise nature of the degeneration.

5.3.2 Reexpressing 0O,

With the commutation method of Section 4.5.3 in mind, we make the following
remarks relating O, and Ay .
Note that
Oy = Als, —n’|g, +P

where P is a first order operator. If we rewrite n = X + &, where £ is tangential
to gs., then we have

Oy =X’ +Als, &€ - XE-EX+P
We have that if X (p) is timelike, then at p
(As;, =€) >" e(p)As,

for some ¢ > 0.
Our assumption of asymptotically flatness

5.3.3 Hardy and Sobolev inequalities
We have the following Hardy inequality on X :

Proposition 5.3.1. For smooth f of compact support

1
| P <Ol

where C' is independent of T and v > ¢ > 0 is a ¢, invariant smooth function
such that v ~ |x| near infinity.

In the Schwarzschild case, one can take for instance v = r.
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Proof. Clearly suffices to prove on Y.

We partition ¥ = KUY\ K where K is a compact manifold with boundary
X US and ¥\ K a manifold with boundary such that .

It suffices to |

From this we have again the Sobolev inequality on .,

Proposition 5.3.2. For f smooth of compact support on ¥,

1< CU N 2y + 11l )

where C is independent of f and 7.

5.3.4 The wave equation on R

By our assumptions, X is a past Cauchy hypersurface for R. We may impose
initial data 1\, P’ on X for the wave equation on the hypersurface Xg and solve
the wave equation, i.e. we have the following Corollary of Theorem 4.5:

Corollary 5.1. Given k > 1 and initial data p € HE (30), V' € H{Z;l(ZO),
there exists a unique solution of (27) in R satisfying the reqularity property of
Theorem 4.5. In particular, if D, " are C>® then 1) is C>. Moreover, if \,1’

are of compact support then ¥|s_,n|s, will be of compact support for all T.

In what follows, for convenience, we will denote by ¢ the solution of (27)
arising from given data \, " which are indeed assumed smooth and compactly
supported.

The estimates will then hold more generally for the closure of this set in the
space defined by the norms that appear on the right hand side of our inequalities.

5.4 The conserved energy identity

Let us consider the region R, = Uj_;%;.

This region is bounded to the future by ¥, U H,, where H, = H N R, and to
the past by .
In the Schwarzschild case, we may alternatively depict this region by the
formal two-dimensional Penrose diagramme:
X
Ny
D

N

%o
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For P, V)’ of compact support, we may write the energy estimate

AﬁﬁmwﬁLﬂWW—Lﬂmm“

where the absence of the boundary term is immediately justified by .

Since
/ T ln > 0, / TTRln > 0
HE S\Se

we have immediately that for any € > 0,
LA SO S ATTEY AT
< 0

Thus, we have proven:

Proposition 5.4.1 (Degenerate energy bound). For all € > 0, there exists a
C. such that for all T and all solutions ¥, we have

IVelT (e + Il e me) < Cll VUG (5 + 10002 s0)

Using only this identity applied to 1 and to T4 (as in Section 4.5.3) one can
already show (Exercise) that v in 3, is pointwise bounded by

Sup 1] < Celll ) + 1y + ¥l (50)

We see thus that the degeneracy of Proposition 5.4.1 is inherited by pointwise
bounds.

The reader may want to work out in the Schwarzschild case the precise
degeneration in the above as e — 0 (Exercise).

5.5 The red-shift identity

In order to remove the above degeneracy, one must use the so-called red-shift
effect at the horizon.

As stated, this is capture by the identity VT = kT where kK > ¢ > 0. Let
us first see in Schwarzschild why this is the case. In fact, we can essentially
argue without explicit computation of x:

Proposition 5.5.1. On HT in Schwarzschild, V1T = kT for a constant k.

Proof. Let us extend T to a ¢,-invariant null frame T,Y, Ey, E5 on H*. Note
the Killing equation

It follows that t g(VT,T) = 0. On the other hand

1
0=g(VrT,E;)+ g(VE,T,T) = g(VrT, E;) + §Ei9(T7 T)=g(VrT, E;)
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the last inequality since E; is tangential to HT. It follows that VT = k(z)T
for some function x : HT — R.

Now note that since VT and T are ¢-translation invariant then Tk =
0. On the other hand, since Vo7 and T are also invariant to the spherically
symmetric action, then E;x = 0. It follows that x is constant.

Finally let us note that the equation V37T = «T tells us that L = e **' T
satisfies

VL =e "' VrL =" (=)™ T+ re ™ T) =0

Since T vanishes at the bifurcation sphere of the maximal Schwarzschild, it
follows that £ > 0! O

At the geometric optics level, the red-shift can be understood as follows:
If L denotes a parallely propagated null vector field such that g(L,L) = —2,
then if ny_ denotes the normal to the foliation ¥, then we can think of L as
representing the displacement between to infinitessimally separated peaks of a
wave emitted by an observer at t* = 0N HT to t* = 7. The wave-length of the
emitted wave will then be measured by the observer at time ¢t* = 0 represented
by ng, as g(ns,, L) while the wave length of the received signal by observer
ny, will be g(ny,, L) But since ¢, takes ny, to ny_, and L = ety for YV oas
in the previous proposition, it follows that the wavelength grows exponentially,
and thus the frequency is damped exponentially by the factor e "', i.e. the
frequency is shifted to the red.

One can see this similarly from the point of view of the Gaussian beam
approximation.

It turns out that this geometric optics effect manifests itself in the positivity
properties near the event horizon H™ of the “bulk” (spacetime integral) term of
an energy identity. (In some sense this energy identity is more general because
geometric optics really should only concern the high-frequency limit.)

This is incorporated in the very general construction of a vector field given
by the following

Proposition 5.5.2. There exists a vector field N such that

1. (¢-)«* N =N

2. N is future directed timelike

3. N =T in 3y \ B where B is compact

4. There exists an € > 0 and a ¢ > 0 such that on 3, \ X<,

KN > ] N*.

Proof. First note that it suffices to construct a timelike vector field Ny along
Yo \ X3¢ such that 4. holds.

For if x is a cutoff function such that y =1 in ¥¢ \ X22¢, then by the convexity
of I't, we have that Ny = xNo+ (1 — x)T is future directed timelike, and 4. still
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holds in ¥\ X§, and N = T in . But now define N globally by the push forward
of No.

We now proceed to the construction of Ny along o \ $2¢. For this we
consider the null vector T" along Sy, and let Y be a null vector along Sy with
the property that g(Y,T) = —2.

We extend Y to ¢ \ X3¢ so that

VyY =—-c(Y +T)

along Sy, for o a large constant to be determined. This is easily realised (Ex-
ercise). We claim that Ny =Y 4 T satisfies the required property.

For this we introduce a local orthonormal frame E;, Fs of the normal plane
to (Y,T') at a point p € Sp.

We compute at p:

V7Y = —kY + a'E; + a®F>
VyY = —0T — oY

1
Ve Y =hiE +hiE; — Ealy

1
Vg,Y =hyE) + hiE,; — §a2Y

(where h? = hl).
We now compute

1
KY =5(T(Y,Y)r+T(T,Y)o + T(T,T)o) (51)
- %(T(El, Y)a' + T(Ey,Y)a?)
+ T(Ey, By)hi + T(Es, Es)hg + T(Ey, Eo) (I3 + hs)

Now note that the second two lines can be bounded in absolute value by

c(T(T,Y +T)+ /T(T,Y + T)T(Y,Y)) (52)

for large enough ¢ independent of o (since all constants appearing only depend
on Yls,). For this in turn we use the fact that the second two lines do not
contain a T(Y,Y) term.

Now, by choosing ¢ large enough we clearly can absorb (52) by a little bit
of the terms of the first line of (51), to obtain

KY > —(T(Y,Y)k+T(T,Y)o + T(T,T)o) > cJ} n*

RNy
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5.6 Non-degenerate energy boundedness
We now proceed to prove a non-degenerate version of Proposition 5.4.1.

Proposition 5.6.1 (Non-degenerate energy bound). There exists a C such that
for all T and all solutions 1, we have

IVl s, + 00T, ) < CUVEIG g, + 100 l12s,)-

Proof. Consider the energy identity for the vector field N of Proposition 5.5.2
in any region R(;_ )

A+ ﬂWW+A<$MWﬁL K= [ 5l

T, Ty T+ T T4 T

We may partition the integral

/R K= /Rr,u\uxe KW+ /LJTgrsf+ ne KW

and thus rewrite the energy identity as

Lo s [ | KNy)

o - Rr_ 7, \US®

- ﬂwwu[;QQxKﬂw

T, T4

T

We infer

N N N N
Lo [ s [t [

T4 T

Note that by the coercive property 4. and the coarea formula, we have that

T
c/ / LWMws/’ KNy
r Jeiaze, Ro_ -, \USe

On the other hand, we have

[ enze [ ([ s o

We now add a large constant times the following inequality:

/Tu (/ET Jg[iﬂ]n#) dr < (14 — T_)/E ) VAULG

T

to obtain

/ el e | L s [ seemme [ i
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Of course
Defining

we have that

fen) +e [ £0 < 5(e)+ DLy~ 1)

Lemma 5.6.1. Let f:[0,00) — R be a nonnegative function satisfying:

f(ts) + e / F() < F(t) + Clry —7_)
Then B
£(r) < B((0) + ©).

Note that the statement of the lemma can be slightly refined (Exercise).
The statement of the proposition follows immediately in view of the relation
of f with the geometric Sobolev norms. O

5.7 Commutation and pointwise estimates
5.7.1 The T-commutation
We may apply the energy identity to

JN[Ty]

to obtain the boundeness of
As we discussed before, the is is already sufficient to obtain. In fact JT [T¢]
is already sufficient.

5.7.2 The red-shift commutation

Let us denote N =Y + T where Y is null at the event horizon.
We have the following remarkable commutation identity:

Proposition 5.7.1. Under the assumptions of we have at H*

OYy = kYY) + > cmErmy By Tong Yo, ¥

\m\S27miS2,m4§1
Proof. Use the general formula
0vy = 207V, V4 + Lo.t

and the computation we already did! O
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Let us quickly explain how this is used to obtain . Applying, the energy
identity for

N

Ju Y
the bulk terms which will appear are

KN Yyl
and

eV Yy
The latter is

ENY YY)

plus terms arising from the right hand side.
Using the re-expression of the Laplacian and elliptic estimates we obtain
finally

vaH%I?(ET) + ”n"/}H%ﬂ(Ef) < Ck(”kui}z(zo) + ”an%{l(Eg))'

One can in fact iterate Proposition 5.7.1 to commutations of arbitrary high
order. One easily shows then

Theorem 5.1 (Non-degenerate higher order energy bound). For all k > 0,
there exists a Cy such that for all 7 and all solutions ¥, we have

1920, + 100025y < ORIV + 20205
Using our Sobolev inequalities obtain finally pointwise bounds to all orders

Corollary 5.2. For all k > 0, there exists a C* such that for all solutions 1
we have

[Wlermr) < Cell Vil e sy + 1Nl (s,))-

5.7.3 Aside: angular momentum operators

5.8 Aside: extremal Reissner—Nordstrom and the degen-
eracy of the red-shift

5.8.1 Extremal Reissner—Nordstrom

In discussion of the construction of the Reissner—Nordstrom family, we consid-
ered the case of initial data . What happens when we try to impose on both
that .

This in fact leads to a homogeneous solution of the Einstein-Maxwell equa-
tions (Exercise) known as Bertotti-Robinson.
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When we impose that r is constant on one and not on the other, we obtain
so called extremal Reissner-Nordstrom.

This has a subregion with Penrose diagramme as follows. This region satisfies
, except for the assumption x > 0. We have in fact that VT = 0 on H™T.

All these properties can in fact be inferred from taking a limit of the subex-
tremal case.

Let us note that the degenerate energy bound Proposition 5.4.1 still holds.

5.8.2 A conserved charge on the horizon

It turns out that one can prove that there does not exist a vector field N
satisfying Proposition .

One can do the following remarkable elementary calculation: The wave equa-
tion along H™ takes the form

5.8.3 The Aretakis instability

5.9 Aside: the wave equation on the black hole interior

6 Looking ahead

The remainder of these notes will look ahead to more advanced topics concerning
waves on black holes.

In Section 6.1, we shall discuss the issues involved in showing decay proper-
ties, as opposed to just boundedness, for solutions of (27), properties that turn
out to be much more sensitive to the geometry and will require us to restrict
to Schwarzschild or Reissner—Nordstrom. We will then turn in Section 6.2 to
the remarkable Kerr family of black holes, an object of amazing complexity and
beauty where all the difficulties are further . Finally, after a brief discussion
of the Cauchy problem for the Einstein equations in Section 6.3, we will end
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in Section 6.4 with the formulation of the non-linear stability conjecture of the
Schwarzschild and Kerr black hole spacetimes themselves.

Whereas in the previous sections, we have attempted to give a self-contained
treatment, the discussion here gives only the briefest of sketches. It is meant
to wet the readers appetite so as to consult the literature. We give only the
most basic references here; further references to these are provided in the lec-
ture notes [19], and the survey article [20]. This is a fast moving field, and
understanding of these problems is still developing and improving!

6.1 The problem of decay

With boundedness understood, at least for the simplest black hole spacetimes,
the next problem to understand is that of decay.

It turns out that whereas the assumptions of Section 5.2 were sufficient for
boundedness, good decay results will require more structure. Thus, in this
section, we will restrict to Schwarzschild (or Reissner—Nordstrom). We will
discuss in Section 6.1.3 what more general spacetimes one could expect the
result to hold for.

Decay can of course be measured in various . To understand in what sense
the energy decays, it is useful to have a foliation Y, or a subset of the future
of the original asymptotically flat Cauchy hypersurface ¥, the leaves of which
which now terminate at in null infinity Z*, as depicted here:

>< o~
BN
o>
Yo

In the Schwarzschild case, an explicit choice of such a foliation is provided by
5 -
A proto-type theorem is as follows:

Theorem 6.1 (Decay for Schwarzschild). We have

/~ TNt < 72 / PN [TTY) + T TY) + TN ),

Yo

and for all 5 > 0
[ s e S [ raNicar,
p. C; Yo

for an appropriate collection of commutation vector fields C; up to order .

Pointwise bounds follow easily from the above and Sobolev inequalities
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Corollary 6.1. We have the pointwise decay bounds

supr (Y| S VEr1/?

ET
sup || S VEr 2
S N{r<R}
sup INWIN# S Br—2H0
S.n{r<R}

where E denotes an appropriate higher order energy arising from further com-
mutations of the the right hand side of the inequalities of Theorem 6.1.

Similar results are true in subextremal Reissner—Nordstrom. Note, however,
that the relevant constants implicit in < would degenerate as one approaches
extremality.

Theorem 6.1 is a precise analogue of what is true in Minkowski space, except
for the “loss of derivatives”, i.e. the fact that the right hand side of the inequality
refers to more derivatives than the left hand side. (There is of course always
differentiability loss in the pointwise bounds of Corollary 6.1 due to Sobolev
inequality.) The loss of differentiability for the global bounds even at the level
of energy, for which there is no such loss locally, is a fundamental aspect of
the problem, and has to with a feature of black hole geometry we have not
previously discussed—namely the presence of trapped null geodesics.

6.1.1 The photon sphere and trapped null geodesics

The origin of the loss of derivatives in the estimate of Theorem 6.1 is the presence
of so-called trapped null geodesics.

Trapped null geodesics are the analogue of trapped rays in the obstacle
problem. The former are defined as rays which remain in a compact subset of
space.

In general relativity, one has to think from the point of view of spacetime.
Given a foliation ¥, with normal n, we say that a geodesic v is trapped with
respect to 3, if v crosses X for all 7, and |g(¥(s), 72)| remains uniformly bounded
away from 0 for all parameters s > 0. A theorem of Shierski [31] (proven in the
context of a general class of Lorentzian manifolds) says that given the above,
one can construct a sequence of solutions of the wave equation whose energy flux
through 3, is bounded below by a uniform constant (independent of 7) times
its energy flux at Xy. Thus, the existence of a single trapped null geodesic would
imply that the first statement of Theorem 6.1 cannot hold if all 7" commutations
on the right hand side were removed.

An example of such a geodesic is any null geodesic v which is intially tangent
to the sphere r = 3M. One can show (Exercise) that such geodesics remain
tangent to r = 3M. Thus, clearly v intersects every iT. On the other hand,
since T = N at r = 3M, and g(¥,T) is constant since T is Killing, the second
property is also true.
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It follows immediately that Theorem 6.1 cannot be true for a quantity .

Let us note a non-example of the notion of “trapped null geodesics” as we
have formulated it: the null geodesic generators v of the horizon. For although
we have that v reaches every X, the quantity g(¥(s), N) goes to 0 as s — oc.
The latter is precisely the statement that these geodesics are red-shifted.

Note that this theorem also can be invoked to understand the necessity of
the r weight.

6.1.2 Integrated local energy decay

It turns out that the key to proving decay statements is something known as
“integrated local energy decay”.

To state this, let us define a nonnegative function y; satisfying Ty; = 0
which vanishes to second order at » = 3M, is strictly positive everwhere else,
and which decays like 71 for some § > 0, and a second nonnegative function
Xo which is everywhere positive and vanishes like r 3.

We have

Theorem 6.2 (Integrated local energy decay with degeneration). With x1 and
Xo as above, we have

/ alTYRANH] + xolwf? < / TNl
RAJ*(E,)

.

We note here again that the theorem of Sbierski [31] discussed in Sec-
tion 6.1.1 above also shows that the statement of Theorem 6.2 cannot be correct
if x1(3M) > 0. On the other hand, one can refine slightly the statement: In
particular, at » = 3M, one can control the Schwarzschild r-derivative without
degeneration. One can also weaken the order of vanishing of the function x;.

A Corollary is

Corollary 6.2 (Integrated local energy decay with derviative loss). We have

/ N < / JHT It
RAJ*+(E,)

-

The proof of the above proceeds by a vector field identity. Whereas in our
previous uses of such identities, the goal was to

6.1.3 A black-box approach to decay

It turns out that given versions of Theorems 5.1 and 6.2, the statement of
Theorem 6.1 follows, using only the asymptotic flatness of the background. This
is a useful “black-box” result which can be used to . In particular, this does not
require stationarity (though remember that proving do require stationarity or
almost stationarity).
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6.2 The Kerr solution

We have restricted our attention in these notes to the simplest examples of
black holes, Schwarzschild and Reissner—Nordstrom. For the beginner, these
are certainly difficult enough! But nature always surprises us more.

The Schwarzschild family turns out to be one parameter subfamily of a larger
family of vacuum spacetimes, the so-called Kerr family. These are much more
subtle—in particular, they were quite subtle to find, as the family was discovered
only in 1963.

6.2.1 The Kerr metric

To give an explicit expression for the metric, we first take the point of view of
Section ,.
We fix parameters M > 0, |a| < M, we define

A =712 —2Mr + a2,

and we let 7y denote the larger root of A = 0, though of as a quadratic poly-
nomial in 7.

Thinking of r as the 7 = \/|21[? 4 |22[? + |23]? of an ambient R3™!, and 6, ¢
as the associated spherical coordinates, we will define the Kerr metric on the
manifold {r > r;} C R3*! by the expression

A 2 in2 0
IMa =——3 (dt — asin® 9d¢>)2 + %dﬁ + p2do? + sm v
p

- (adt — (r* + a®)de)”

where A is defined as above and
p2 =72+ a’cos?0

Let us think of the above abstractly as a manifold (Mg, g). Then, My
extends so as for .

We see immediately that the above expression is no longer spherically sym-
metric. Indeed, for |a| # 0, the dimension of the Lie algebras is precisely two,
and these are generated by 0; and 0.

On the other hand, there is an additional higher-order Killing tensor, given
by the expression:

6.2.2 The ergoregion and superradiance

The most obvious difficulty of the Kerr metric is that T = 0; is not everywhere
timelike in the black hole exterior.
From the metric, we read immediately that 7" = 0, is spacelike in the region

£ ={A<da’sin?6}
={r<M+M?—a?cos?0}
= {p® <2Mr}
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The set £ is known as the ergoregion and its boundary the ergosphere.

In view of the presence of an ergo-region, Kerr does not satisfy the assump-
tions of Defintion . Indeed, the problem of boundedness of solutions to the
scalar wave equation (27) on Kerr is much more difficult than in the .

We see immediately why . Though we may apply the energy identity of the
T vector field, we no-longer have .

In particular the flux on Z% can be greater than the initial data (or, in the
scattering of ). Hence the term superradiance.

Indeed, it is not a priori clear under what conditions this flux is even finite.

6.2.3 Kerr’s trapped null geodesics

As far as decay is concerned, one has a similar problem with Schwarzschild. But
whereas in Schwarzschild, all trapped null geodesics asymptote to r = 3M, in
the Kerr case, trapped null geodesics occur in a region. . .

6.2.4 The global geometry of Kerr and the black hole interior

Just as in the case of Schwarzschild and Reissner—Nordstrom, one can ask what
is the correct largest underlying manifold that the Kerr metric can be defined
on.

It turns out that the situation is analogous to Reissner—Nordstrom.

6.3 The Cauchy problem in general relativity

As we explained already in the introduction, a motivation—perhaps the pricipal
one—for studying the wave equation on black hole backgrounds is as this serves
as a toy model problem for the non-linear stability properties of the spacetimes
themselves as solutions to the Einstein vacuum equations. To discuss this in
more detail, however, we first have to introduce the setup of the Cauchy problem
for the vacuum equations, and the fundamental well-posedness result.

6.3.1 The initial value problem
6.3.2 The maximal globally hyperbolic Cauchy development
See [30, 11].

6.4 The black hole stability conjecture

We may now give a rough formulation of the black hole stability conjecture, the
celebrated open problem whose final resolution would be the culmination of the
ideas outlined here.

The conjecture in words: Spacetimes arising from data near Kerr data should
remain close to and dynamically approach the Kerr family in the exterior-to-
the-black-hole region.

Slightly more precisely, we have
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Conjecture (Stability of Kerr). Let (2,3, K) be a vacuum initial data set suf-
ficiently close to the initial data on a Cauchy hypersurface in the Kerr solution
(M, gpr; ,a;) for some subextremal parameters 0 < |a;| < M;. Then the mazimal
Cauchy development (M, g) of the data under evolution by the vacuum equations

Ric(g) =0

possesses a complete null infinity Tt such that the metric restricted to J~(ZT)
remains close to for all time and asymptotically approaches a Kerr solution
(M, gn;,a,) in a uniform way with quantitative decay rates, where |ag| < My
are near a;, M; respectively.

Note: a; = 0 will not imply that af = 0!
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